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Abstract

The next decade will see an abundance of new intelhgent systems, many of which
will be market-based Soon, users will interact with a lot of new markets, sometimes
without even knowing 1t when driving their car, when backing up ther files, or
even when surfing the web I argue that for the design of these new markets, we
need to depart from traditional market designs and relax the assumptions of the
selfish rational actor model I study four market domains where 1) participants may
be non-experts, 2) they may have high cognitive costs, 3) they may exhibit social
preferences, or 4) where typical market institutions are not available I make four
market design contributions for such non-traditional domains

First, I introduce the “hidden market design” paradigm for domains where users
might be non-experts and where money might be unnatural I present a case study
of a hidden peer-to-peer (P2P) backup market and show how the market and 1ts user
mterface (UI) can be designed to lude many of the market’s complexities

Second, I provide a principled study of “market user interface design” Via lab
experiments, I analyze the effect of changing a market’s Ul on users’ decision making
performance and the market’s efficiency 1 find behavioral factors and individual user

differences are essential for successful market Ul optimization

m



Abstract v

Third, I present a field experiment, studymg the degree of selfishness and altruism
among P2P file sharing users Our data suggests that users consider the trade-off
between the personal and societal effects of their actions when making a decision
Furthermore, we find that an understanding of the public goods game underlying
P2P file sharing leads to significantly higher rates of cooperation

Fourth, I present a study of work accounting mechanisms for distributed work
systems where monitoring 1s not possible We design a mechanism that 1s misreport-
proof and enables agents to distinguish between free-riders and cooperative peers,
thereby increasing effictency On the other hand, we also establish an impossibility

result, proving that no useful and sybil-proof accounting mechanism exists
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Chapter 1

Introduction

1.1 New Technologies Enable New Markets

The Internet has allowed market-based systems to become ncreasingly pervasive
While many people primarily think of Amazon or eBay when they hear about elec-
tronic markets, the development of new technologies 1s continuously enabling new
kinds of markets 1n non-traditional domains For example, users can now pay or earn
money for asking or answering questions on the web [63] Some toll roads adjust
their prices dynamically as traffic changes [106] Soon, the mtroduction of the smart
grid will allow end-users to actively participate in the electricity market [102] In
theory, introducing market mechamsms into these previously market-free domains
can 1ncrease social welfare In practice, however, these markets may be unnatural or
complex, such that market participants (or agents) may find 1t difficult to interact
with them Thus, careful choices must be made when designing these markets In

this thesis, I study the design of electronic markets for non-traditional domamns In
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particular, 1 consider situations, where participants may be non-experts, may have
high cognitive costs, may have other-regarding preferences, or where typical market
wmstitutions are not available My objective 1s to design efficient but usable electronic

markets

1.1.1 Adaptive Toll Road Prices

To 1llustrate the challenges involved 1n the design of markets, consider first the toll
road domain Many states n the US are introducing high occupancy toll (HOT) lanes
on their highways In general, one of the lanes can be used for free, while drivers have
to pay a toll for using the other lane Oftentimes, these tolls are adaptive, 1 e, the
price changes depending on current traffic (e g, between $0 50 and $9 00 on SR167
in Washington) such as to guarantee a minimum speed level on the HOT lane (e g,
45mph) Compare this design to a system without adaptive tolls, where either every
driver pays the same toll to use the highway or the highway 1s simply financed wvia
taxes during times of high traffic, both lanes would be congested such that all drivers
would experience long delays The adaptive toll road design allows drivers with a high
value for time to use the toll lane and drivers with a low value for time to choose the
free lane Thus, 1f drivers have heterogenous values for time, the introduction of this
market can mcrease social welfare Observe that the system operator has significant
freedom 1n designing this market what should be the mimimum speed level on the
HOT lane? Should there be a maximum price? Should the price that drivers pay be
based on current traffic when entering the lane, or should 1t be based on the actual

traffic they experienced? Should prices be displayed in absolute values or relative to
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the driving time saved by using the HOT lane? All of these design choices affect how

drivers behave i this market, and thereby affect the efficiency of the overall system

1.1.2 A Market for Questions and Answers on the Internet

Next, consider the Question & Answer (Q&A) website JustAnswer!, which allows
users to ask questions online Users commuit to pay real money for a satisfying answer,
where the price they pay depends on the level of urgency and the level of detail they
specify upfront On the other side of the market are domain experts who get paid for
their advice Thus, this market matches people who are willing to pay for advice with
people who are willing to offer their advice for money Now compare that to Yahoo!
Answers?, a Q&A website where users cannot pay for their answers, and where users
who provide answers can only expect a few “points” that may increase their ranking on
a leader board Yet, Yahoo! Answers has more than 10 Million US wisitors per month
and 1s the second largest Q&A site on the Internet In contrast, Google Answers?,
which had a business model similar to JustAnswer, shut down their service 1n late
2006, apparently because not enough people used 1t Furthermore, Chen et al [14]
have shown that paying higher prices for questions on Google Answers led to longer
but not better answers Hsieh and Counts [44] have shown that market-based Q&A
services can reduce wasted resources by eliminating less important questions and low

quality answers, but that the use of a market may also reduce users’ enjoyment for

using the service, reducing the sense of community The missing “social” aspect of

'http //www justanswer com
2http //answers yahoo com

3http //answers google com
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Google Answers might also have been one reason why the service was not frequented
very much Thus, the design of knowledge markets mnvolves many trade-offs and 1s
far from straightforward Without careful consideration of all relevant factors, the
umntended consequences of imntroducing a market mto the domain of Q&A services

may lead to a decrease rather than an increase in social welfare

1.2 Classic Market Design

As the examples 1n the last section have 1llustrated, the design of new markets
can be a complcated, and challenging task It 1s often far from obvious which design
will lead to the best outcome In econorcs, the field of market design has recently
emerged as the principled study of the design of markets Generally speaking, a mar-
ket designer specifies the rules of the market, 1 ¢ how market participants can express
their preferences, how resources are allocated, and, when payments are allowed, how
much each participant has to pay However, to this day, 1t remains unspecified which
aspects of a system’s design are part of market design One goal of this thesis 1s to
extend the scope of market design to include more than just the economic aspects of

a market

1.2.1 A Brief History of Market Design

Market design as an academic disciphine 1s relatively young as 1t only emerged in
the 1990s (see Roth [82] for a survey and Milgrom [69] for important open research
questions), but many related disciplines have laid the groundwork At 1its core, 1t 1s

based on game theory [35], which provides a mathematical study of strategic situ-
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ations where multiple decision makers have conflicting interests Since the serminal
work by Vickrey [103], the field of auction theory has developed, studying the many
different ways 1in which goods can be sold via an auction [56] While mn an auction,
the price of the good to be sold 1s determined via the competition of potential buy-
ers, the field of mechanism design abstracts away from this particular sales form
It considers all possible market mechamsms (not just auctions) and their ability to
efficiently allocate an object among a group of self-interested agents, given that the
interested parties may have private information about the object [48] It constitutes
the most general, mathematical study of incentive design for economic systems in-
volving money The field of matching mechanmisms, in contrast, studies domains where
monetary transfers are limited or not available, due to, for example, moral objections
(e g, kidney exchange markets, matching organ donors with sick patients [87]), or
fairness considerations (e g , school choice mechamsms, matching students with high
schools [1])

While market design builds on all of the aforementioned disciplines, 1t 1s different
in that 1t takes a less theoretical and a more apphed approach This 1s a practical
necessity, because the assumptions of theoretical models are often violated in real-
world market As Roth [82] puts 1t, when designing markets, the economist becomes
an engeer, with a “responsibility for detail, and a need to deal with all of a market’s
complications, not just its principle features ” There can be multiple causes for a
market’s comphcation, including a dynamic and uncertain environment, as well as
participants with complex preferences exhibiting complex behaviors To deal with

this complexity, both lab experimentation and computer simulations can aid to bet-
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ter understand those aspects of a market’s design that we cannot study analytically
Even though not all market design findings can be captured in formal theorems, the
scientific study of market design has generated some generalizable learmings For ex-
amplc, Roth [84] 1dentifies “market thickness,” “overcoming congestion,” and “market

safety” as three key properties for successful markets

1.2.2 Efficiency, Revenue, and Incentive Compatibility

When choosing among different design options, a market designer can maximize
different objectives For example, we can maximize efficiency a market 1s maxi-
mally efficient, 1f 1t allocates resources to those people who value them most, thereby
maximizing social welfare Alternatively, we can maximze revenue, 1 e, the profits
for the market operator Consider a government, who should mainly care about the
total welfare of 1ts citizen, selling some of the country’s resources (e g, FCC spec-
trum auctions, electricity markets, timber auctions) In such a case, a natural goal
for the government’s market designer 1s efficiency, although 1n practice, governments
also care about revenue The priorities are often reversed for businesses that are built
around a market platform (e g , eBay or Amazon) A private busiess normally wants
to maximize 1ts revenue, although 1t also cares about the efficiency of its market plat-
form 1if competition with other platforms 1s a concern Note that the two objectives
are generally in conflict with each other, such that the market designer must decide
about how to trade off efficiency for revenue

Another important, criterion of a market’s design 1s incentie compatibility Loosely

speaking, a market design 1s incentive compatible 1f 1ts participants are always best off
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revealing their private information honestly In the language of Roth [84], a market
18 safe when 1t 1s incentive compatible This 1s an important design criterion, since
1t determines whether market participants may engage in costly and risky strategic
behavior, or if thewr mteractions with the market are straightforward and simple
In practice, full incentive compatibility 1s often too strong a requirement, as it can
exclude many attractive designs More recently, computer scientists have advanced
various notions of approzimate incentwe compatibility [55], which widens the space
of possible designs In market design, we sometimes use designs that are not 100%
incentive compatible if they have other attractive properties, for example regarding
efficiency or simpheity of interaction Such designs may be justified if finding a ben-
eficial mampulation 1s difficult, if an individual’s benefit from mampulation 1s small,

and 1f the damage of mamipulations for the overall market 1s neghgible

1.2.3 Electronic Market Design

In the way that the 1990s were the formative decade for market design as we
know 1t today, the 2000s were the formative years for electronic market design The
Internet has enabled many new markets, among them eBay* Amazon®, Google’s
sponsored search auctions®, and Yahoo!’s display advertising business’, all of which
today are multi-bilhon dollar markets Of course, these markets were also designed,

sometimes by computer programmers, sometimes by product managers, and some-

‘http //wuw ebay com
Shttp //www amazon com
Shttp //www google com/1ntl/en/ads/searchads

"http //advertising yahoo com
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times by economists It 1s informative to see how small design choices had a large
mmpact on these markets For example, in the early 2000s, Amazon was also runmng
an auction platform similar to eBay However, a key difference was that an auction
on eBay ended at a fixed time, while an auction on Amazon was automatically ex-
tended 1if necessary past the scheduled end time, until ten minutes had past without
a bid Roth and Ockenfels [85] have shown that indeed, significantly more bids were
submitted 1n the closing seconds of an auction on eBay compared to Amazon Fur-
thermore, the more experience bidders tended to bid earlier on Amazon but later
on eBay Thus, a simple difference 1n designs made for a large difference in bidder
behaviors, Ockenfels and Roth [71] also prove formally that the two markets have
different equihbrna

Consider now the market for sponsored search auctions All major search engines,
mncluding Google, Yahoo!, and Bing, list advertisements alongside their generic search
results when a users searches for a particular keyword The market design question
here 1s which ads to display to the user, in which order, and how much an advertiser
should pay for the ad (when shown, when clhicked, or when a purchase 1s made) For
a long time, sponsored search ads were sold via first-price auctions, where advertisers
had to make a bid, ads were ranked according to their bids, and an advertiser had to
pay its bid n case 1ts ad was clicked However, advertisers quickly learned that they
could save money by strategically adjusting their bids in every round Eventually,
most major search engines switched to the “generalized second-price” (GSP) auction
which removes this strategic incentive Edelman et al [25] provide a detailed analysis

of the GSP auction, the design still most-widely used for sponsored search auctions
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today, and compare 1t to the Vickrey-Clarke-Groves (VCG) mechamsm (e g, [56]),
a well-known benchmark from the mechanism design literature The authors prove

that small differences 1n the auctions’ designs lead to very different equilibria

1.2.4 Rationality and Self-Interest

The analytical study of market design requires a particular model of agent behav-
1or Two assumptions are common 1n economics [34], and also widely used in market
design first, that agents are rational, and second, that agents are self-interested
Here, rational means that agents have a set of consistent preferences over possible
outcomes of a market, and that they select an optimal action, given those prefer-
ences Self-interest means that an agent only cares about how the market outcome
affects himself In some of the emerging market domains, however, these assumptions
are violated, and are even bad approximations to user behavior One goal of this the-
sis 1s to design markets for these domains, relaxing the assumptions when necessary

or suttable

1.3 Market Designs for Non-traditional Domains

In this thesis, I study the design of a market for a decentrahzed peer-to-peer (P2P)
backup system, a market for the allocation of bandwidth to smartphones, the behavior
of users in P2P file sharing networks, and the design of accounting mechanisms for
distributed work systems For each of these domains, I relax some of the modelng
assumptions that are standard in market design The participants of these systems

may be non-experts (P2P backup), they may have high cognitive costs (smartphone
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domain), they may have other-regarding preferences (P2P file sharing), or typical
market 1nstitutions may not be available (work accounting systems) When relaxing
the rationality assumption, I will always assume that agents have preferences, but
that they may sometimes make sub-optimal choices with respect to these preferences
The reasons for this sub-optimality may be complex In some domains, users might
not understand the market well enough to make a well-informed decision, or 1t 1s too
costly for them to become an expert in the domain In other markets, users may have
high cognitive costs, and consequently, carefully evaluating all possible options may be
too time-consuming, considering opportunity costs Note that, from a computational
perspective, the assumption that an agent chooses the optimal action from a set of
avallable actions generally assumes that the agent can compute which action 1s the
best mn the first place In theory, this would require agents to have an unhmited
amount of time or an unhmited amount of computation resources to their disposal
Of course, I am not the first to relax the rationality assumption 1n economic
research Psychologists and behavioral economists have long argued for agent models
that take more of the psychological factors of human behavior into account [101]
However, to this day, economists are reluctant to abandon the rational-actor model
m favor of more complex psychological theories Roth [81] discusses multiple good
reasons 1 favor of keeping the rationality assumption, most importantly because 1t
serves as a useful approximation to human behavior in many situations This points
to an 1mportant aspect of market design we do not necessarily want to adapt the
most complete user model (possibly accounting for all psychological and behavioral

aspects of human being), but instead use a model that best predicts user behavior 1n
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those situations we are interested in studying Ultimately, our goal 1s to design the
best possible markets for real human users In this thesis, for each particular market
design task, I adopt a user model that 1s best suited for the particular domain at hand
I will now describe four non-traditional market domains where the standard agent
model 1s not a good approximation for user behavior These four domains correspond
to Chapters 2-5, and 1n each chapter, I will present a market design contribution for

one of those domains

1.3.1 How to Design a Market if Users Don’t Expect One?

Electronic markets are used daily by tens of millions of market participants They
know they can buy goods on Amazon for a fixed price, or on eBay via an auction In
these systems, monetary transactions are natural and the markets are conceptually
simple such that even non-expert users can effectively imnteract with them However, as
market-based systems are becoming more and more pervasive, users start interacting
with markets in domains that were previously market-free How do you design a
market for domains where users do not expect a market, or where monetary transfers
are unnatural?

For example, recent progress on micropayment systems might soon pave the way
for many new electronic markets by significantly reducing transaction costs ® These
markets may be complex or unnatural for many of 1ts primarily non-expert users
Thus, 1t 18 sometimes a pragmatic requisite to remove or hide the market’s complex-

ities  We study this problem in the domam of a market-based P2P backup system,

Shttp //www google com/landing/onepass/
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where individual users trade backup resources with each other The topic of Chapter
2 of this thesis 1s the design and analysis of this market Our focus 1s on the inter-
section of the market’s economic design and 1ts user interface, in particular for the

purpose of hiding the market’s complexities

1.3.2 1It’s not all Economics: Market User Interfaces

Even though electronic markets are becoming more and more pervasive i our
lives, only httle 1s known about the role of user interfaces (Uls) in promoting good
performance How does the way we display market information to end-users, and the
set of choices we offer, influence economic efficiency? Obviously, assuming a perfectly
rational agent, having more choices can only be better, and the way information
18 displayed does not matter However, 1n practice, agents have cognmtive costs for
evaluating different options and thinking about which decision 1s best They must
be modeled as boundedly-rational decision makers given that they only have hmited
amount of time and resources available for making a deciston In particular, when
markets are complex or highly dynamic, and when interacting with the market in-
volves many decisions about small values, a departure form the standard perfectly
rational actor model seems appropriate

We argue that the design of a market’s user interface 1s important, and should
be considered as part of the overall market design process To better understand the
connection between the design of market user interfaces and the performance of the
market’s participants, we conducted a lab experiment using a hypothetical market

for the allocation of 3G bandwidth on smartphones In Chapter 3, we present the
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results of this experiment, testing which behavioral factors are most 1mportant for

the optimal design of market user interfaces

1.3.3 Markets in Social Communities and Social Networks

For many market domains, the standard assumption that agents are “self-interested”
seems to be true, or at least approximates user behavior very well On eBay, for ex-
ample, 1t 1s reasonable to assume that a bidder only cares about whether he wins the
auction or not Thus, designing the eBay auction based on a self-interested agent
model seem appropriate In sponsored search auctions, 1t makes sense that a hd-
der primarily cares about the placement of his own advertisement and the price he
has to pay In case the other bidders are competitors in the same market, a bidder
might potentially forego some winnings of his own to hurt a competitor But a bidder
certainly wouldn’t forego winnings of his own to the benefit of another bidder

The situation can be drastically different, however, in markets that are situated
mside a social community, or in markets that are built on top of a social network
Imagine you are trying to sell some of your belongings on Facebook, and the poten-
tial buyers are your friends It 1s hikely that many of your friends are also friends
with each other, and thus care about each other Or consider designing a market
for grnd computing resources that are to be used by a commumnity of researchers at a,
university Assuming pure self-interest on the side of those researchers seems nap-
propriate  While each researcher might primarily care about how he himself can use
the computing resources, 1t 1s likely that he also takes the well-being of his colleagues

mnto account, exhibiting “other-regarding” preferences The study of users with such
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other-regarding preferences 1s the topic of Chapter 4 We take a close look at P2P
file sharing networks an/d analyze which factors determine whether users behave more

altruistically or more selfishly

1.3.4 Markets Without Money, Contracts, or Monitoring

In many market domains, we can use money and dynamic prices to achieve the
efficient allocation of resources 1n a society In some domains, the transfer of money
1s prohibited for various reasons, sometimes because of fairness considerations (e g,
school choice or centralized labor markets [86]) or because monetary transaction are
considered repugnant (e g , kidney exchanges or surrogacy [83]) In such cases, match-
ing markets that operate without money can often still achieve efficient market alloca-
tions But even when market mechanisms without money are used, we can generally
still write binding contracts governing the outcome of the market transactions

The Internet, however, has enabled a new paradigm of economic production, where
individual users perform work for others, often in small units, for short periods of time,
and without formal contracts or monetary payments These distributed work systems
can arise 1n many places, for example in peer-to-peer (P2P) file sharing networks,
n ad-hoc wireless routing networks, or even 1 casual car-pooling communities The
particular challenge 1s to mcentivize users to perform work for others, even though
all interactions are bilateral and momitoring 1s not possible In Chapter 5 of this
thesis we introduce work accounting mechanisms that measure the net contributions
of users, despite relying on voluntary reports We begin the chapter with a very

general, formal treatment of distributed work systems, and eventually apply various
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accounting mechamsms in the domain of P2P file sharing to improve the efficiency of

BitTorrent

1.4 Outline & Overview of Contributions

The following 1s a detailed chapter-by-chapter outhne of the thesis, together with
its main contributions Chapters 2-5 each cover a separate, self-contained research
project, and thus do not necessarily need to be read 1n sequence Each chapter studies
a different market domain and presents a different market design contribution The
related work for each project 1s provided in the corresponding chapter The discussion

of future work 1s generally left to the concluding chapter of the thesis

1.4.1 Chapter 2: Design & Analysis of a Hidden P2P Backup

Market

The main contributions presented in Chapter 2 include the introduction of a new
design paradigm which we call “hidden market design,” as well as the design and
analysis of a hidden P2P backup market We show, how a market and 1ts user inter-
face (UI) can be designed to hide the underlying complexities, while maintaining the
market’s functionality We enable the P2P backup market using a virtual currency
only, and we develop a novel market Ul that makes the interaction for the users as
seamless as possible The UI hides or simplifies many aspects of the market, includ-
g complementarities between the resources, prices, account balances and payments

In a real P2P backup system, we can expect users to update their settings with a
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delay upon price changes Therefore, the market 1s designed to work well even out of
equilibrium, by maximizing the buffer between demand and supply The main the-
oretical result 1s an existence and uniqueness theorem, which also holds if a certain
percentage of the user population 1s price-insensitive or even adversarial However,
we also show that the more freedom we give the users, the less robust the system
becomes against adversanal attacks Furthermore, the buffer size has limited con-
trollability via price changes alone and we show how to address thus We introduce
a price update algorithm that uses daily aggregate supply and demand data to move
prices towards the equilibrium, and we prove that the algorithm converges quickly
towards the equilibrium Finally, we present results from a formative usability study
of the market UI, where we found encouraging results regarding the hidden markets

paradigm

1.4.2 Chapter 3: Market User Interface Design

The main contributions presented in Chapter 3 include the mtroduction of a new
research agenda on “market user interface design”, as well as an empirical study of
the effect of different UT design levers on user behavior and market performance We
take the domain of 3G bandwidth allocation as an illustrative example, and consider
the design space of Uls i terms of varying the number of choices offered, fixed vs
changing market prices, and situation-dependent choice sets The UI design induces
a Markov decision process, the solution to which provides a gold standard against
which user behavior 1s studied Our findings mdicate that users are surprisingly good

at coming up with decision polices for the sequential optimization problem We show
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that their actions exhibit a high degree of rationality However, we also show how
various behavioral factors influence the users’ decision making process We find that,
in general, with a larger number of choices available, users make worse decisions
When analyzing efficiency, we find that overall efficiency increases as we increase the
number of choices from 3 to 4 to 5, but then plateaus, 1€, there 1s no statistically
significant difference regarding efficiency for games with 5 or 6 choices One of the
strongest effects we find 1s a position effect, 1 e, users are much more likely to select
the optimal choice the higher 1ts relative rank among all choices We also find that
users exhibit significant loss aversion, foregoing large future winnings to avoid short-
term losses Finally, we fit a quantal-response model to users’ actions and evaluate
an optimized market user interface Here we find that the re-optimization increased
the user’s probability of selecting the optimal choice However, the data suggests
that the re-optimization algorithm took away too much value, in particular for the
more rational users, while no statistically significant effect was observed for the less

rational users

1.4.3 Chapter 4: Selfishness vs. Altruism in P2P File Sharing

Networks

In Chapter 4, we describe an economics experiment studying the degree of selfishness
and altruism of P2P file sharing users For this experiment, we released two versions
of a new P2P file sharing software - a cooperative version and a selfish version - and
observed the users’ download decisions The selfish chent was advertised as being

able to download videos at a faster speed (we varied the advertised speed-up between
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0% and 45%), while allowing the users to mumimize their upload to others The main
contributions 1n this chapter are two-fold first, I present the experiment design,
where the main difficulty was to indirectly elicit whether the participants of the
experiment had understood the nature of the public goods game they were playing
The second contribution 1s a detailed statistical analysis of the data, determining
which factors are most predictive for users’ behavior in P2P file sharing communities
We found that the most important factor was whether users understood the “tragedy-
of-the-commons” aspect of the public goods game for those users who understood
the problem, the likelihood of choosing the cooperative chient was, on average, 16%
points higher than for those who didn’t The second most important factor was how
much faster the selfish client was compared to the cooperative client Increasing the
speed-up advertised to the users from 0% to 10% increased the hkelihood of choosing
the selfish chent by approximately 15% points However, we observe an interesting
thresholding effect as increasing the speed-up further beyond 10% had no significant
effect on users’ behavior Other factors we found to be highly predictive for user

behavior are age, country-of-origin, and the user’s operating system

1.4.4 Chapter 5: Work Accounting Mechanisms

The main contributions of Chapter 5 include the formal study of work account-
ing mechanisms for general distributed work systems, and extensive simulation ex-
periments using work accounting mechanisms as an overall protocol for BitTorrent
We first describe BARTERCAST, a fully decentralized information exchange system,

where individual agents send and receive reports about the work they have per-
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formed/received 1n the distributed work system We show that a straw man solution
1s highly susceptible to misreport manipulations Next, we introduce the DROP-EDGE
mechanmsm which removes any incentive for a user to make misreports about 1ts own
interactions We prove that the information loss necessary to achieve this incentive
compatibihity 1s small and vamshes in the himit as the number of users grows In
some domains, users may be able to cheaply create fake 1dentities (1 e, sybils) and
use those to manipulate the accounting mechanism A striking negative result 1s that
no sybil-proof accounting mechanism exists if one requires responsiveness to a single
positive report.  To evaluate the welfare properties of our mechanisms, we first present
results from a discrete, round-based simulation, showing that BARTERCAST-DROP-
EDGE achieves very high efficiency We have also implemented the mechamsm 1n
TRIBLER, a BitTorrent software clhient, that 1s already deployed 1n the real world and
has thousands of users Experimental results using TRIBLER demonstrate that the
mechanism successfully prevents free-riding in P2P-file sharing systems, and achieves

better efficiency than the standard BitTorrent protocol



Chapter 2

Design and Analysis of a Hidden

P2P Backup Market

2.1 Introduction!

Reliable, inexpensive, and easy-to-use backup solutions are becoming increasingly
mportant Individual users and companes regularly lose valuable data because their
hard drives crash, their laptops are stolen, etc Already i 2003, the annual costs of
data loss for US businesses alone was estimated to be $18 2 Billion [98] With broad-
band connections becoming faster and cheaper, online backup systems are becoming
more and more attractive alternatives to traditional backup There are hundreds of
companies offering online backup services, e g , SkyDrnive, Idrive, Amazon S3 Most

of these companies offer some storage for free and charge fees when the free quota

!The material presented m this chapter 1s based on collaborations with Dems Charles, Max
Chickering, Sidd Puri, Mary Czerwinski, Kamal Jain, David C Parkes, and Desney Tan

20
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18 exceeded However, all of these services rely on large data centers and thus incur
ummense costs

Peer-to-peer (P2P) backup systems are an elegant way to avoid these data center
costs by harnessing otherwise 1dle resources on the computers of millions of indi-
vidual users all users must provide some of their resources (storage space, upload
bandwidth, download bandwidth, and online time) 1n exchange for using the backup
service While the total network traffic increases with a P2P solution, the primary
cost factors that can be eliminated are 1) costs for hard drives, 2) energy costs for
building, running and cooling data centers?, 3) costs for large peak bandwidth usage,
and 4) personnel costs for computer maintenance A study performed by Microsoft
i 2008 showed that about 40% of Windows users have more than half of their hard
disk free and thus would be suitable candidates for using a P2P backup system Our
own recent user study [93] found that many users are not willing to pay the high fees
for server-based backup and more than half of our participants said they would con-
sider usig P2P backup mstead Thus, there 1s defimtely a considerable demand for
P2P backup applications In fact, a series of P2P backup applications have already
been deployed 1n practice (e g, Wuala, Allmydata) A drawback of the the existing
systems 1s, that all users are generally required to supply the resources space, upload
and download bandwidth in the same ratios

Our P2P backup system 1s novel in that 1t uses a market to allocate resources more

efficiently than a non-market-based system could Furthermore, we provide users

2In 2008, data centers 1n the US were responsible for about 3% of the country’s energy consump-
tion Note that a P2P backup system cannot only reduce costs but 1s also more environmentally
friendly due to reduced carbon emissions
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with incentives to contribute their resources This 1s 1n contrast to non-price based
systems hike BitTorrent for example, where numerous research has shown that without
proper incentives, file availability rapidly decreases over time until most content finally
becomes unavailable [76] In our system, the relative market prices for the different
resources function as compact signals of which resources are currently scarce, and
properly motivate those users who value a specific resource least, to provide 1t to
the system 1n a large quantity Some users might need most of their own disk space
to store large amounts of data and thus prefer to sacrifice some of their bandwidth
Other users might use their Internet connection a lot for services like VOIP or file
sharing and might have a high disutihity if the quality of those services were affected
We allow different users with idiosyncratic preferences to provide different resource
bundles, and we update prices regularly taking into account aggregate supply and
demand of all resources

The design of a P2P backup market mmvolves a series of unusual challenges, 1n
particular at the intersection of market design and user interface (UI) design The
first and biggest challenge 1s that users of a backup system do not expect to interact
with a market in the first place, and might find a market a very odd concept in
this domain This raises the question of how to display prices to the users if they
do not even know they are mteracting with a market-based system Furthermore,
users cannot be expected to monitor account balances or to make payments to the
system This challenge arises in many domains, especially in many emerging electronic
markets where thousands or millions of non-sophisticated users mteract with market-

based systems While these markets often provide large benefits to the users, they
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can also be unnatural or complex such that individuals may not have an easy time
interacting with them To address this challenge 1n a principled way, we introduce a
new design paradigm which we call “hidden market design ” When designing hidden
markets, we attempt to munimize or “hide” the complexities of the market to make
the interaction for the user as seamless as possible A hidden market encompasses
both, the design of a Ul for the market and the design of the economuics of the market
A P2P backup application 1s particularly well smted to illustrate the hidden markets
paradigm because the application targets millions of technically unsophisticated users,
n a domain where markets are very unexpected and where many users might find the
use of real money unusual Our proposed design hides many common market aspects
from the users

A second market design challenge arises from the fact that users will only infre-
quently interact with this market They will not continuously update their settings,
and thus, price changes will only affect supply and demand after a delay As a conse-
quence, the system will be out of equilibrium most of the time, while trades must be
enabled at all times The third challenge 1s the combinatorial aspect of the resource
supply that 1s needed for the production of backup services All users must provide
a certain amount of all resources, even if they currently only consume a subset of
them For example, a user who only contributes storage space 1s useless to the sys-
tem because no files could ever be sent or recerved from that user if no bandwidth
18 provided We call these combinatorial market requirements the bundle constraints
because only bundles of resources have value Displaying the bundle constraints in a

simple way 1s a major challenge for the Ul design Because many of these challenges
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are quite unusual, providing a simple method of interaction to the users, i a domain
where they do not expect a market, requires the development of new technmques for

UI and market design

2.1.1 Outline and Overview of Results

We present the market and UI design for a P2P backup system and provide a
theoretical and experimental analysis of 1ts properties In Section 2 2, we introduce
the prehminaries of the P2P resource market We enable the market using a virtual
currency only, which avoids the various complications a real-world currency brings
along (e g, state, federal, and international banking laws) and also makes the sys-
tem more natural to use In Section 2 3, we first explain the hidden market design
paradigm 1 more detail and then describe the various elements of the specific market
UI we developed for the P2P backup system In a real P2P backup system, we must
expect a delay in users updating their settings upon price changes, and thus the sys-
tem will be out of equslibrium most of the time In contrast to previous work on data
economies, the market 1s designed to work well even when not in equilibrium In our
system, users do not have to continuously update demand and supply and mstead
periodically choose bounds on their maximum supply and demand We describe a
new shider control, which ssimplhifies the display of the bundle constraints and provides
the users with a linear interaction with the system These shders guarantee that
users can only choose supply ratios that satisfy certain constraints, which enables us
to support the market equilibrium with hnear prices The Ul exposes the effect of

prices to users only impheitly, so as to avoid invoking a mental model of a monetary
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system, and 1t completely hides the users’ account balances and the payments made
1n the system

The economics of the market also involve some unusual design choices In Section
2 4, we describe the market design 1n detail and hist a series of properties of our sys-
tem design that allow us to model the market as an exchange economy, even though
production 1s happening In Section 2 5, we begin the analysis of the market equi-
hibrrum by advancing a new equilibrium concept, the buffer equilebrium Because the
P2P backup market will be out of equalibrium most of the time, we must always have
a certain buffer between supply and demand of all resources We show that the buffer
between supply and demand 1s maximal 1n the buffer equilibrium, which motivates 1t
as a desirable target concept We prove that under very reasonable assumptions, the
equilibrium 1s guaranteed to exist, and 18 unmique This result also holds i1f a certain
percentage of the user population 1s price-insensitive or even adversarial However,
we show that the more freedom we give users in choosing their supply settings, the
less robust the system becomes aganst adversarial attacks Furthermore, we show
that the size of the buffer in equilibrium cannot be controlled via price updates alone
We describe which changes in the UI would be necessary to give the market operator
control over the buffer size In Section 2 6, we introduce a price update algorithm
that only requires system-wide supply and demand information to update prices We
prove that the algorithm converges linearly towards the buffer equilibrium when -
tial prices are chosen close enough to equilibrium prices Finally, in Section 2 7, we
present results from a formative usabihity study of our system, evaluating how well

users can mteract with the new hidden market UI The results are encouraging and
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show promuse for the hidden market paradigm

2.1.2 Related Work

Ten years ago, the research projects OceanStore [58] and FarSite [9] already inves-
tigated the potential of distributed file systems using P2P Both projects, however,
did not take the self-interest of individual users mto account and did not perform any
kind of market design More recently, researchers have looked at the incentive prob-
lem, often with the primary goal to enforce fairness (you get as much as you give)
Samsara [20] 1s a distributed accounting scheme that allows for fairness enforcement
However, 1t does not enable a system where different users can supply resources 1n
different ratios while maintaiming fairness, which is the primary advantage of our
market-based system

The 1dea to use electronic markets for the efficient allocation of resources 1s even
older than 1deas regarding P2P storage systems Already in 1996, Ygge et al [109]
proposed the use of computational markets for efficient power load management In
the last five years, grid networks and their efficient utilization have gotten particular
attention [59] Fundamental to these designs 1s that participants are sophisticated
users able to specify bids in an auction-like framework While this assumption seems
reasonable in energy markets or computational grid networks, we are targeting ml-
lions of users with our backup service and thus we cannot assume that users are able
and willing to act as traders on a market when they want to backup their files

In the last three years, human computer interaction researchers have gotten more

wnterested 1n topics at the mtersection of UI design and economics Hsieh et al [45]
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test whether the use of markets in synchronous communication systems can improve
overall welfare Hsieh et al [44] explore a similar 1dea i the domamn of question
and answer applications where users could attach payments to their questions While
their use of markets 1s sumilar 1n vein to our approach, 1e, using markets to most
efficiently allocate resources as 1s standard mn economics [42], m both papers they
used a very exphcit Ul showing monetary prices to the users

Satu and Parikh [73] compare live outcry market interfaces m scenarios such as
trading pits and electronic interfaces They draw a distinction between trymng to
blindly replicate the real world in the Ul, and locating “defining characteristics” that
must be supported In our work, we adopt this philosophy and attempt to mask the
unnecessary affordances in the hopes that the relevant ones become easier to use

From the UI design pomt of view, the work that 1s closest to our approach is
Yoopuck, a combinatorial sports prediction market [38] This application provides a
very mtwitive Ul for trading on a combinatorial prediction market The designers
successfully hide the complexity of making bets on combinatorial outcomes by letting
users specify point spreads via two shiders This approach 1s very much in line with
the hidden market paradigm

On the theoretical side, the two papers most similar to our work are by Aperjis et
al [6] and Freedman et al [29] They analyze the potential of exchange economies
for improving the efficiency of file sharing networks While the domain 1s similar to
ours, the particular challenges they face are quite dufferent They use a market to
balance supply and demand with respect to popular or unpopular files However, 1n

their domain there 1s only one scarce resource, namely upload bandwidth, while we
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design an exchange market for multiple resources Furthermore, their design does not
attempt to lide any of the market aspects from the users

There exist multiple P2P backup applications that are being used 1n practice and
the application most similar to ours 1s Wuala (www wuala com) However, we know
of no other P2P backup system that uses a market In the other backup systems,
the ratios between the supplied resources space, upload and download bandwidth are
fixed, and the same across all users The advantage of our market-based approach
1s the additional freedom we give the users Allowing them to supply different ratios
of their resources mcreases overall economic efficiency and makes the system more
attractive for every user Note that without using a market, this freedom would not
be possible, because there would be no mechanism to incentivize the users to supply

the scarce resources

2.2 The P2P Resource Market: Preliminaries

Our system uses a hybrid P2P architecture where all files are transferred directly
between peers, but a dedicated server coordinates all operations and maintains meta-
data about the location and health of the files The role of the server in this system
158 so small that standard load-balancing techniques can be used to avoid scaling
bottlenecks

Each user n the system 1s simultaneously a supplier and a consumer of resources
A peer on the consumer side demanding a service (backup, storage, or retrieval) needs
multiple peers on the supplier side offering their resources (space, upload and down-

load bandwidth, and online time) The production process of the server (bundhing
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multiple peers and coordinating them) 1s essential, turning unrehable storage from
individual peers into rehable storage Each peer on the supplier side offers a different
resource bundle while each peer on the consumer side gets the same product, 1 e, a
backup service with the same, high rehability

One natural concern about P2P backup 1s that individual users have a much lower
availlabihity than dedicated servers Thus, a P2P system must maintain a higher file
redundancy to guarantee the same file availlability as server-based systems Simply
storing multiple file copies would be very costly Fortunately, we can significantly
reduce the replication factor by using erasure coding [61] The erasure code sphts up
a file into k fragments, and produces n > k new fragments, ensuring that any k of the
n fragments are enough to reconstruct the file Using this techmque, we can achieve
the same high rehiability as sever-based systems while keeping replication low For
example, 1f users are online 12h/day on average, using erasure coding we can achieve a
file availability of 99 999% with a rephcation factor as low as 3 5, compared to simple
file replication which would have a factor of 17

The process for backing up files mvolves four steps First, the user’s files are
compressed Then the compressed files are automatically encrypted with a private
key/password that only the user has access to (via Microsoft LiveID) Then, the
encrypted file 1s erasure coded, and then the individual fragments are distributed
over hundreds of peers Using this process, the security of the P2P backup system
can be made as high as that of any server-based system

Table 2 1 describes the five high-level operations in the P2P system Note that all

of the system-level processes happen without user interaction All the user has to do
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1s 1mtiate a backup operation, a retrieval operation, or delete his files when he wants

to
Table 2 1 Operations and their Required Resources
| Operation || Description [ Resources Required
Backup When a user performs a backup, file | Download Bandwidth

fragments are sent from the con-
sumer to the supphers

Storage Suppliers must persistently store || Space
the fragments they receive (until
they are asked to erase them
Retrieval When a user retrieves a backup, file || Upload Bandwidth
fragments are sent from the supph-
ers to the consumer

Repair When the server determunes a || Download & Upload Bandwidth
backed up file to be unhealthy, the
backup 18 repaired

Testing If necessary, the server mmtiates || Download & Upload Bandwidth
test operations to gather new data
about a peer’s availability

Prices, Trading & Work Allocation

All trades 1n the market are done using a virtual currency FEach resource has a
price at which 1t can be traded and in each transaction the supplers are paid for their
resources and the consumers are charged for consuming services Prices are updated
regularly according to current aggregate supply and demand, to bring the system into
equilibrium over time

Trading 1s enabled via a centralized accounting system, where the server has the
role of a bank The server maintains an account balance for each user starting with a

balance of zero and allows each user to take on a certain maximal deficit The purpose




Chapter 2 Design and Analysis of a Hidden P2P Backup Market 31

of the virtual currency 1s to allow users to do work at different pomnts in time while
keeping all contributions and usages balanced over time Users have a steady mflow
of money from supplying resources and outflow of money from consuming services,
which varies over time In steady state, when users have been online long enough,
their income must equal their expenditure Users cannot earn money when they are
offline but must still pay for their backed up files Thus, their balance continuously
decreases during that time When using real money, we could simply charge users’
credit cards as their balance keeps decreasing However, as long as we do not use real
money, the maximum deficit that users can take on must be bounded Ultimately,
it 18 a pohicy decision what happens when a user hits a pre-defined deficit level
Our system will first notify the users (via email and visually n the application) and
present options to remedy the situation (e g, increase supply) Failing this after a
reasonable timeout period (e g, 4 weeks), the users’ backups will be deleted The
server 1s involved 1n every operation, coordinating the work done by the supphers and
allocating work to those users with the lowest account balances to drive all accounts
(back) to zero over time This 1s possible because users’ steady-state mcome must
equal their expenditure Thus, when users have been online for a sufficient time

period, their account balance 1s always close to zero

2.3 The Hidden Market User Interface

The Ul 1s an essential aspect of the market design because 1t defines the infor-
mation flow between the user and the market The server needs to elicit a user’s

individual preferences, and a user needs to “experience” the current market prices
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invokes

| Underlying Market
&« Prices

||« Account Balances
. Bundl Constraints

influences

Figure 21 The hidden market Ul wraps around the complex underlying market and
exposes a sumpler interface, invoking a particular mental model in the user, whose
actions mfluence the market

However, direct preference ehcitation methods (directly asking the users for their
valuations) are infeasible to implement because the amount of communication would
be too high, but more importantly, because the majority of users are non-experts
and would find such an mteraction very complicated, unnatural, and cumbersome
To make the interaction for the user as easy as possible, we design a hidden market
Ul where we attempt to mask as much of the prices, account balances, trading con-
straints, etc from the user as possible To do this, we project a hidden market Ul
wrapped around the actual market to expose a simphfied interface to the user (illus-
trated in Figure 2 1) The goal in designing this hidden market UT 1s to establish a
feedback loop between the market and the user, without mvoking a mental model of

a monetary market
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2.3.1 What You Give is What You Get

Figure 2 2 displays the market UI The user can open this “settings window” to
interact with the market This window 1s separated into two sides on the left side,
the users can choose how much online backup space they need On the bar chart
the users can see how much they have already backed up and how much free online
backup space they have left On the right side of the window, the users can choose
how much of their own resources they want to give up in return On the top of
the right side, the users see the storage path, 1 e, where the file pieces from other
users are stored on their own computers Then, for each of the resources of space,
upload and download bandwidth, there 1s a separate shder which the users can move
to specify how much of that resource the system should maximally use ®> Below the
shders the current average online time of the users 1s displayed * Next to the online
time information the system also tells the users the effect of leaving their computer
online for one more hour per day (1e, how much more onlne backup space they
would get n return) This shall make the users aware of the important role of their
online time the longer the users are online, the more useful their supply of space,
upload and download bandwidth becomes, and thus the higher their income

To change anything about their settings, the users can drag the bar chart on the

left side up or down, move any of the shders on the right side, or change how often

3The maximum value for these shders can be determined automatically the himit for space 1s
simply the free space on the users’ hard drives, the bandwidth limits can be determined via speed
tests

4To change this value the users have to leave their computer online for more or fewer hours per
day than they are currently dong, though we can conceive of schemes 1n which the application can
directly control such settings as power savings and hibernate mode



Chapter 2 Design and Analysis of a Hidden P2P Backup Market 34

| 1 Choose what you need 2 Choose what you give in return

Your Online Backup Space W sefl wgne vy

Sta age Px o > Brotuew o ey

WaxTak pae cor Smm—— :. -z

Noax Upload Bandwd™ 0 K3rs

i -8 0B Free fe3x Loanoad Bandu ot~ 6 Grs & oo«

] merto dooudgve jou-2GE

]
Zverage Orlne Time | 12h/day coote onln ~otkep apa £

Figure 2 2 Screenshot of the advanced settings Ul On the left side, the user can
choose the desired amount of online backup space On the right side, the user can
fine-tune the supply settings if desired Account balances, prices and payments are
hidden from the user

they are online Both sides of the window are connected to each other, such that a
change on either side affects and dynamically updates the values on the other side
as well The semantics of this connection are important on average, users must pay
for the total consumption chosen on the left side with the supply chosen on the right
side If a user increases any of the shders on the right then the bar chart on the left
grows because the amount of free online backup space increases If a user decreases a
shder then the bar chart on the left shrinks, because the amount of free online backup
space decreases When a user directly drags the bar chart up or down to choose how
much free online backup space he wants, then the three shders on the rnight side move

left or right, proportionally to their previous position °

5Note that 1n practice we expect roughly two categories of users basic users will only ever use
the left side of the window to choose how much onlhine backup space they need They either do not
care about which resources they give up, or they do not even understand the meaning of upload
bandwidth, download bandwidth, etc The second category of users are the advanced users, 1 ¢,
those users that understand the meaming and relevance of giving up their own resources and want
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The UI allows users to express their 1diosyncratic preferences over consuming
backup services and supplying their resources For example, if a user needs 20 GB
of free online backup space, there are several different slider settings that allow this
Some users mught specify to give more space and less bandwidth, others might spec-
ify 1t the other way around, depending on their available resources and mdividual
preferences Because a user’s preferences can change over time this 1s not a task that
can easily be automated Note that we do not expect users to constantly adjust their
settings Rather, we expect users to choose settings that give them enough online
backup space such that they do not have to worry about their settings for a while
However, as they near therr quotas, the system will notify them (via an email and
visually 1n the application) At that point, we expect most users to adjust their shiders

again, according to thewr preferences and then current market conditions

2.3.2 Combinatorial Aspects of the Market: Bundle Con-

straints

The first challenge regarding the hidden market design for this application 1s the
combinatorial nature of the market, 1 e, the problem that only bundles of resources
are useful to the system In general, the free online backup space increases when
the users increase one of their shders However, this 1s only true for a subset of
possible shder positions In particular, if a user keeps increasing one shder towards

the maximum while the other two shders are relatively low, at some point the onhne

to control their supply In a deployed system, the settings window would mmtially show the left side
of the window and only upon clicking an “advanced” button would the right side appear
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backup space on the left might stop increasing For example, if users limut their
upload bandwidth to 5 KB/s, then mcreasing their space supply from 50 GB to 100
GB should not increase their online backup space We would simply never store
100 GB on these users’ hard disks because 5 KB/s would not be enough to have
a reasonable retrieval rate for all of these file pieces Thus, for the system to use
the whole supply of 100 GB, the users would first have to increase their supply of
bandwidth An analogous argument holds true for other combations of resources
For example, if a user wanted to give a lot of upload bandwidth but keep the supply
of space low, then at some pomnt giving more bandwidth would not be useful Again,
to make use of the download bandwidth, the system would need to store many file
pleces on that user’s computer which 1s not possible given the current low hmit on
space 8

Because of these “bundle constraints”, we need users to respect certain supply
ratios when choosing their supply settings To provide the users with some visual n-
formation regarding how much supply of a resource 1s “useful to the system” given the
current, other shder settings, we augmented the traditional shder Ul element, building
the new shder control shown in Figure 23 The shders are colored blue and gray,
and the legend on the top right of the window explains the color coding In the blue
region, shder movements have an effect on the online backup space because setting
the shider to any position 1nside that region means that the system can effectively use
all of the supplied resource The gray region of the slider 1s the region where slider

movements no longer have an effect on the user’s online backup space because giving

5These bundle constramnts only apply to space, upload and download bandwidth For “availabil-
1ty” there 1s no mummum or maximum supply that 1s useful, independent of the other resources
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. Useful to give up

L
Storage Path | C ey o DstatP2PRacaup B nNot useful to gwe up

Max Disk Space 0Gs —h 100GB

o give more usetul upload tandwidth, you fust
need to give more space or download bandwidth.

Max Upload Bandwidth CKB/s . 1000 KBs

Max Download Bandwidth 0 XB/s | _ 2000KB/s

300 KB/s

Figure 23 The new shder control provides an indirect visualization of the bundle
constraints When a user provides more of one resource than 1s useful to the system,
he gets notified via a small popup window

that much of the resource 1s “not useful to the system,” given the other settings
Because the colors and the legend might be difficult to understand or be overlooked,
we also notify the user once the shder 1s moved from the blue into the gray region
with a small pop up message that disappears once the mouse button 1s released (see
Figure 2 3)

The color-coded shiders provide the user with all the necessary information about
the bundle constraints When one slider 1s moved down, the blue regions on the other
two shiders first stay the same and eventually decrease Analogously, when one shder
18 moved up, the blue regions on the other two shiders first increase and eventually stop
increasing If a user sets the shiders in the same ratios as the system-wide usage of all
resources, they are always side the blue regions However, requiring this exact ratio
from all users 1s too restrictive, 1ignoring the system’s flexibility 1n allocating work

For example, the system can allocate more repair and testing operations to users that
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prefer to give up lots of bandwidth nstead of space Furthermore, the system can
estimate how often certain users access their backups and then send file fragments
from “cold backups” to users who prefer to give up more storage space rather than
bandwidth To maximmze overall efficiency, we make use of this flexibility, and allow
every user to supply different ratios of their resources, within certain bounds of the

system-wide ratios In Section 2 4 2, we explain this concept more formally

2.3.3 Exposing/Displaying Market Prices

Because the Ul gives users some freedom 1n choosing their resource supply, we must
price the resources correctly In our system, prices are updated daily depending on
aggregate demand and supply, moving the system into equilibrium over time Without
updating prices, we might have a supply shortage for some resources For example,
many users might decide to give lots of disk space and httle bandwidth To counteract
a shortage of bandwidth, we would increase the price of bandwidth, mcentivizing
users to give more bandwidth instead of space But for this mechanism to work, 1t 1s
necessary that prices are at least mndirectly exposed to users, so they can react and
change their supply settings For example, 1if the price for upload bandwidth went
up relative to download bandwidth, then users might benefit from increasing their
upload bandwidth supply a little and 1n return decreasing their download bandwidth
supply a lot

However, users do not expect monetary fransactions in a backup application,
which also renders “prices” an unnatural concept This 1s why we have chosen to

hide the prices in the Ul as much as possible In our Ul a user can “experience”
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the relative prices indirectly by moving the shiders while observing the bar chart on
the left If a user moves a shider a little and the bar chart only changes a hittle, this
means that the current price for that resource 1s relatively low If a user moves a shder
a little and the bar chart changes a lot, this means that the current price for that
resource 1s relatively high This 18 one of the essential aspects of this hidden market
UI 1t allows us to communicate the current market prices to a user 1n a non-exphcit
way In particular, users can be unaware of the price-based market underlying the
backup system, and yet over time they will notice that for some resources they get
more 1 return than for others They can then choose the supply combination that 1s
currently best given their preferences Note that one of the market design goals was
to implement a very simple pricing system to provide even non-expert users with a
seamless interaction We achieve this, despite the bundle constraints, by providing
the users with a hnear interaction with the system, as long as they move the shders
within the blue regions (the bar chart on the left moves up and down hnearly when a
user moves one of the shders on the right) More specifically, we expose simple, linear
prices to the users, and take care of the bundle constraints by restricting the choices

they can make in the Ul using the shder controls

2.4 Market Design & Economic Model

In this section we introduce a formal economic model to describe the market
design 1n detail and to allow for a theoretical economic analysis of the properties of
the P2P market system At all times, the model 1s formulated such as to represent

the implemented system as closely as possible
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2.4.1 User Preferences

The economy comprises I users who are sismultaneously suppliers and consumers
The set of commodities 1n the market 1s denoted L = {S,U,D, A, B,~, R} The
first four commodities are space (S), upload bandwidth (U), download bandwidth
(D), and availability (A), which are the resources that users supply The last three
commodities are backup service (B), storage service (X), and retrieval service (R),
which are the services that users consume By slightly abusing notation, we sometimes
use S,U, D, etc as subscripts, and sometimes they denote the resource domain, e g ,
for a particular amount of upload bandwidth v we require that ©u € U Each user @
has a fixed endowment of the supply resources (defined by the user’s hard drive and
Internet connection), denoted w, = (w,s, Wy, Wp, w,a) € S x U x D x [0, 1]

The next aspect of the model 1s driven by our Ul Via the shders, the user selects
upper bounds for the supply vector, which we denote X, = (X,s, X,vr, Xop, Xia) In
return for the supply X,, the user interface shows the user the maximum demand
of services, denoted Y, = (Y., Y.s, Y.r) In Figure 2 2 the user has currently chosen
X,s = 808GB, X,;y = 400KB/s, X,y = 300K B/s and X,4 = 05 as the maximum
supply vector

At any point 1n time, a certain set of resources from the user are being used,
always less than X,, and a certain set of services 1s being demanded We denote user
o's current supply as z, = (2,5, Z,w, Z.p, ,4), and analogously user ’s current demand
for services as y, = (.5, %5, ¥.r) The user does not choose z, and y, directly via the
UI Instead, the server chooses z, (obeying the bound X,) such that user ¢ can afford

the current demand y, which the user simply chooses by backing up files or retrieving



Chapter 2 Design and Analysis of a Hidden P2P Backup Market 41

them Note that the Ul displays the user’s consumption vector in an aggregated way,
1 e, mnstead of histing the services backup, storage, and retrieval separately, we simply
display the currently used online backup space (= 17 28GB 1 Figure 2 2) and the
maximum online backup space that user could consume (= 33 5GB n Figure 2 2)
In practice, users have a certain cost for opening the settings window and adjusting
the settings Instead of modehing this cost factor directly, we assume that when users
open their settings window, they are planming ahead for the whole time period until
they plan to open the settings window the next time While a user might currently
consume %,, he plans for consuming up to Y, the next time he opens the settings
window He then selects the supply vector X, that he 1s willing to give up to get
this Y, The user cares about how large the bounds on his supply are, because he
has negative utility for giving up his resources To make this more formal, we let
K,=w,— X, with K, € § xU x D x A, denote the vector of resources that the user
keeps, 1€, his endowment minus the supply he gives up Note that any changes to
X, translate into changes for K, and vice versa because the endowment vector w, 1s
fixed We only introduce K, to define a preference relation that 1s monotone mn all
components, but we will use the supply vector X, going forward We can now specify
the user’s preference relation over all the resources he keeps, and the services he
consumes >, (K,s, K.y, Kip, Kia,Y.n, Yis, Yir) We make the following assumptions

which are all standard in economics (cf [65], chapters 1-3)

Assumption 1 Fach user’s preference relation =, (K,s, K, Kip, Kia, Y5, Yis, Yir)

15 (1) complete, (1) transitwe, (11) continuous, (w) strictly convez, and (v) monotone

Strict convexity requires strictly dimimishing marginal rates of substitution be-
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tween two goods, 1e, we need to compensate a user more and more with one good
as we take away 1 unit of another good This 1s a reasonable assumption because
1t represents a general preference for diversification Monotonicity means that all
commodities are “goods”, 1 e, if we give users more of any of the commodities, they
are at least as well off as before ” Given complete, transitive, and continuous prefer-
ences, there exists a utility function u,(K,,Y,) = u,(K,s, K., Kip, K4, YoB, Yos, Yir)
that represents the preference relation and this utility function 1s continuous (cf [65],

p 47)

As mentioned before, the only resource that 1s not subject to the combimatonal
bundle constraints, 1s availability as long as the user’s availability 1s larger than
zero, the other resources can be used To simplify the economic model and pricing
of resources, we introduce three new composite resources S,U, and D, incorporating
the user’s availability into the other resources in the following way

e Xz7eU=Xy X,a 24 60 60

!

] —X—EEE:XtD X.a 24 60 60

. X_Zg €8 = ?(X.s, Xoa) = X, X,a overhead factor

Note that this notation denotes composite and not vector quantities The defi-
nitions for the composite resources upload and download bandwidth are straightfor-
ward we multiply the bound on bandwidth the user supplies (e g, 300 KB/S) with

the user availability € [0, 1] and then multiply 1t with 24 hours, 60 minutes and 60

“Note that we do not assume strict monotomcity because we will later assume that service
products are perfect complements, which violates strict monotonicity of preferences We discuss this
1n more detail in Section 2 5
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seconds, to calculate how many KBs we can actually send to this user per day The
definition of X 3 1s a hittle more intricate because the user’s availability does not enter
linearly into the calculation However, 1t enters monotonically, 1 e , more availability
1s always better Here, 1t suffices to know that the server can compute this function
@ and convert a user’s space and availability supply into the new composite resource

We can now define user ¢’s supply vector for the three composite resources X, =
(X.5,X,5,X,5) The advantage of using these “availability-normahzed” composite
resources 1s that now, the supply from different users with different availabihities
15 comparable For example, 1 umt of S from user z with availability 05 15 now
equivalent to 1 umt of S from user j with availability 0 9 Obviously, internally user
1 has to give much more space to make up for his lower availability, but in terms of
bookkeeping, we can now operate directly with composites We define the aggregate
supply vector for the composite resources as X = > X,, and analogously for Y, T

and y We make the following well-known observation (cf [65], chapter 3) that will

be useful later

Observation 1 The indwndual and aggregate supply and demand functions X,, Y,,

X, and Y are homogeneous of degree zero

2.4.2 Production Functions and Slack Constraints

We have already mentioned the important role of the server in our market, 1€,
that of combining resources from different suppliers into a valuable bundle Note that
the server 1s 1n fact the only producer in the market One can think of this as if every

user had access to the same production technology to convert mput resources into
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services This 1s crucial for our model and the economic analysis, because 1t allows us
to define an ezxchange economy where the users only exchange factor inputs, despite
the fact that production 1s happening in the market (¢f [65], pp 582-584) Thus, for
each service, we have one production function that defines how many input resources

are needed to produce one unit of that service
e Backup f2 SxUxD—B
e Storage f¥ SxUxD— X

o Retrieval f8 SxUxD—R

These production functions are defined wia the mplementation of our system,
1 e, the particular production technology that we implemented For example, they
are defined wvia the particular erasure coding algorithm that 1s being used, by the
frequency of repair operations, etc Thus, we can now specify a series of properties

that these production functions guarantee due to our implementation

System Property 1 (Fized Production Functions) Production functions are fixed

and the same for all users

System Property 2 (Additinty) The production functions are additwe, 1 e, VI €

{B,Z, R} and for any two resource vector 2, and 5 f'(Z1 + 23) = fY(z1) + f'(z3)

System Property 3 (CRTS) The production functions exhibit constant returns

to scale (they are homogeneous of degree 1), 1e, ¥Vl € {B,¥, R}, for any %, and
VEER filk D)=k fi@)

System Property 4 (Byectwnty) Each production function s byectwe, and thus

we can take the inverses
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Property 1 holds because the server 1s the only producer, and because of the
way we have defined the composite resources, with any differences between the users’
availabilities already considered Properties 2 (Additivity) and 3 (CRTS) hold because
the erasure coding algorithm (which defines the production technology) exhibits these
properties 8 Property 4, the byectivity of production, holds, because for each service
unit, there 1s only one way to produce 1t For example, to backup one file fragment,
the erasure coding algonthm tells us exactly how many supplier fragments we need,
and the server tells us how much repair and testing traffic we can expect on average
per fragment Furthermore, 1t 1s obvious that small changes in the input of the inverse

production functions result in small changes in the output More formally
System Property 5 (Continuity) The inverse production functions are continuous

Given the mverse functions for the individual services backup, storage, and re-

trieval, we can define an inverse function for a three-dimensional service vector (b, o, 1) €

BxXY xR

b o) = B0 + 5 (o) + R (r) (21)

8Note that these two properties only hold approximately and not exactly, and only for file sizes
above a certain threshold (approximately 1MB) Very small files are an exception and need special
treatment 1n the implementation, because they are more expensive to be produced (again due to the
erasure coding) We take care of this in the implementation by charging users more when they are
backing up small files (essentially we have two sets of prices, one for normal files and one for small
files)
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Given a demand vector y, we use f~!(y) to refer to the vector of supply resources

that are necessary to produce y Furthermore, we use fz'(y), f7 (y), and f5'(y) to

refer to the individual amounts of supply resources that are necessary to produce y

We now formalize the flexibiity we give our users in setting different ratios of
their supplied resources Because of the bundle constraints, a user cannot reduce his
supply of resource k towards zero without affecting the supply of his other resources
To determine what ratios are acceptable, 1 e, useful to the system, we look at the
system-wide usage of each resource k, 1e  f_ Y(y) Certainly, 1f a user provides
his resources 1n the same ratios as the system-wide usage, then all of his supply 1s
usable However, because the system has flexibility in allocating different kinds of
work (repair/testing traffic vs “cold backups” vs “hot backups”), we can let the
users’ supply ratios dewviate from the system-wide ratios to a limited degree We
let v > 1 denote the amount of slack we allow users when setting thewr supply-side
shders The corresponding slack constraints, lower-bounding the supply for resource

k, constitute another system property

System Property 6 (Slack Constraints) Gwen slack factor vy, for each resource
k € {S,U, D}, the user wnterface enforces the follourng minimum ratios of suppled

resources

Xu 1 1Y)

Vi, Wl € {S,U, D} \ {k} Yll 1%
7 i

(22)

Note that the UI does not actually limut the range of the shders according to the
slack constraints If a user chooses to supply too hittle of one resource such that a slack

constraint 1s violated, then the system only uses/considers the maximum amount of
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the others resource such that the slack constraint binds The UI visualizes this to
the users via the blue regions, which are effectively indirect representation of the
slack constraints, showing the user which settings are useful to the system Thus,
Equation 2 2 correctly models the slack constraints If we actually limited the range
of the shders, then making larger changes with the shders (which 1s necessary to
explore the settings space) would be too tedious

In our implementation, we set v = 2 Thus, to give an example, 1f the system-
wide usage ratio of space to upload bandwidth were 6, then each user would have to
choose his individual settings with a ratio of space to upload bandwidth of at least

6 5 = 3, and the ratio of of upload bandwidth to space would have to be at least

B

= % How large we can set v 1n practice depends on how flexible the system 1s

LI

;
m terms of allocating work (1 e, how many “cold” vs “hot” backups there are, how
much repair and testing traffic there 1s, etc ) In practice, the slack factor v would
have to be adjusted over time, when the distribution of work changes This process
could be automated, but here we are not going into the details of this process

While every individual user 1s free to choose any supply setting within the slack
constraints, of course the aggregate supply of each resource must always be large
enough to satisfy current aggregate demand But if every user chooses a supply setting
such that the same slack constraint binds (e g, every user mimmizes his supply of
upload bandwidth), then the system does not have enough supply of the corresponding
resource This 1s were the pricing algorithm comes nto play by regularly updating
market prices according to current aggregate demand and supply, we balance the

market such that different users will indeed supply different ratios of their resources
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We discuss this aspect in more detail in Section 2 5 where we also prove that for any
set of user preferences, there always exists a price vector that balances the market

and guarantees enough supply of each individual resource

2.4.3 Prices and Flow Constraints

In Section 2 3 2, we have explained how we display the bundle constraints to the
users 1 the Ul The UI automatically enforces that the users only choose supply
vectors that satisfy the slack constraints (cf System Property 6) and this enables us
to support an equilibrium with linear prices We use p = (pg, py, pp) for the prices
for supplied composite resources, and ¢ = (¢g, gs, gr) for the demanded services We
require that 1n steady state, 1 e , when a user has been online long enough, he can pay
for his consumption with his supply In other words, his flow of supplied resources
must be high enough to afford the flow of consumed services We can express this

flow constraant formally
X, p=Y. ¢ (23)

At the same time, the server allocates enough work to user ¢ such that the user’s
current, supply Z, 1s enough to pay for the demand y,, which leads to a second flow

constraint
T, p=% ¢ (24)
We make the following assumption regarding the usage of resources 1n the system

Assumption 2 (Closed System & No Waste) We assume a closed system where

no resources are entering or leaving the market, and we assume that no resources
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are wasted Thus, the amount of resources requared to produce the current aggregate

demand 1s always equal to the current aggregate resource supply, 1e f~(y) ==

Proposition 1 Guwen a closed system and no waste of resources (Assumption 2), and
quoen that production functions are additwe (System Property 2), the payments from
consumer 1 to the server must equal the payments from the server to the corresponding

supphers, 1 e

v g=f"(y) p (25)

Proof From the flow constraint i Equation 24 we know that Z, p = v ¢ By
summing over all users on both sides of the equation 1t follows that 7 p =y ¢
Given Assumption 2, we know that f~!(y) =T By plugging this into the previous
equation, we get f~1(y) p=y g From the additivity of the production functions we
know that this 1s equivalent to >~ f(y,) p=7>_,v. ¢ Because each transaction 1s
treated equally n the system (every user 1s payed the same for the same resources),

it follows that f~1(y,) p=y, ¢ O

Using Proposition 1, we can now re-write the flow constraints for user 2 as

X, p=f"Y,) p and 7, p=f""w) p (26)

Thus, from now on, we can omit the price vector ¢ for demanded services and
only need to consider price vector p°, 1e, all what matters are the relative prices of

the supply resources Remember that the Ul automatically calculates and adjusts

9Gomg forward, please remember that multiplications with p are always dot products, and thus
p showing up on the left and the right side of an equation does not cancel out
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the maximum demand vector Y, for user : based on the user’s supply bound X, In
practice, the maximum 1ncome 1s divided by the current average income of the user,
and the resulting factor 1s multiplhied with the user’s current demand, giving us the

maximum demand the user can afford

System Property 7 (Linear Prediction for Indundual Demand) The system uses a

linear demand prediction model for the calculation of a user’s marymum demand Y,

Y, = Y. = A Y
We make the following simphfying assumption

Assumption 3 (Linear Prediction for Aggregate Demand) We assume that unth o
large number of users, a hnear demand prediction 1s also correct for the aggregate

demand vectors, 1 e

I Y=Ay

This assumption 1s justified because i practice, such a system would have a large
number of users Let n denote the number of users 1n the economy, let Y = >"" 'Y,,
y" = > Yy, and let p(A,) denote the mean of the distribution of the A,’s Given
that the A,’s are independent from the y,’s, 1t follows from the strong law of large
numbers, that 1f the number of users n 1s large enough, then Y™ 1s linearly predictable
by u(N,) y™ along each dimension to any additive error More specifically, for any ¢

and § > 0, for large enough n

PrllY" —u(\) vl <216



Chapter 2 Design and Analysis of a Hidden P2P Backup Market 51

2.5 Equilibrium Analysis

A real-world instance of the P2P backup applhcation would have thousands if
not millions of users Thus, the underlying market would be large enough so that
no individual user had a significant effect on market prices Consequently, users
can be modeled as price-taking users and a general equilibrium model 1s smtable to
analyze this market Here we analyze a static equlibrium 1n which all users adjust
thewr supply bounds to reach target demand bounds, 1 e, whenever the price vector
p 15 updated, user 2 chooses X,(p) and Y,(p) such as to maximize his utihty While
a user does not choose T, (user ¢’s supply that 1s currently used) and y, (user ¢’s
current demand vector) directly via the Ul, these quantities nevertheless depend on
current prices, though indirectly, because T, < X, and y, <Y, Thus, while current
demand and supply vectors T, and y, will vary much less with price changes, we must
still model them as being dependent on prices, and we use Z,(p) and y,(p) to reflect
that Throughout this section, we assume that System Properties 1 through 7 and

Assumptions 1 through 3 hold

2.5.1 The Buffer Equilibrium

We begin this section by asking the question what the target equilibrium should
be when we are updating prices Note that there only 1s an equilibrium pricing
problem 1n the first place because we give users the freedom to supply different ratios
of resources Without any slack, the UI would enforce that every user suppled the
resources 1 the same ratios as system-wide demand for resources, and thus price

changes would have no effect But because we give our users the freedom to choose
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different supply ratios, we must update prices over time, to avoid situations where
we do not have enough supply for a resource to satisfy current demand But what
should be our target?

A standard equilibrium concept in general equilibrium theory 1s the Walrasian
equilibrium, which requires that demand equals supply such that the market clears

Certainly we want to have enough supply to satisfy current demand, 1e

z(p) = fH(y(p))

But remember that users are not continuously adjusting 7,, and as a consequence,
the system will be out of equilibrium most of the time Thus, our goal should not
be to clear the market in equilibrium, but instead to always have some excess supply
of all resources, to make sure we can satisfy any demand even out of equilibrium
The larger the “buffer” between the current demand of resources, 1e, f~'(y), and
the maximum supply of resources, 1 e, X, the safer the system, 1 e, the more “out of
equilibrium” 1t can cope with before running into trouble We will use this “size of

the supply-side buffer” repeatedly and thus we define 1t more formally

Defimtion 1 (Size of the Supply-side Buffer for a Resource) The size of the supply-
side buffer for resource l 1s the ratio of marimum supply to current demand for that

resource, and we denote this buffer unth B;(p)

X(p),

BP) = =0

27)

If we assume that the supply and demand for the individual resources have the

same variance, then the best we can do to maximize the safety of the system out of
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equlibrium, 1s to maximize the size of the buffer across all three resources * This

naturally leads to the definition of the overall size of the supply-side buffer

Definmition 2 (Overall Size of the Supply-side Buffer) The size of the overall supply-

sude buffer B(p) s the smallest supply-side buffer across all resources, 1 e

B(p) = mmn_ B,(p) (28)
le{S,U,D}

Now the question 1s, which price vector maximizes the overall supply-side buffex
It 1s mtwtive, that to maximize the overall supply-side buffer, the individual buffers
must all be equal (otherwise we might update prices to decrease the largest buffer
and mcrease the samllest buffer) This naturally leads us to the following defimtion

of a “buffer equilibrium”

Definition 3 (Buffer Equilibrium [Version 1]) A Buffer equilibrium 15 a price vector
p = (ps, Py, Pp), an aggregate supply vector X (p), and an aggregate current demand
vector y(p), such that the indundual supply-side buffers are the same across all re-

sources, 1 e

Xs(p) _ _Xglo) _  Xp(p)
) 5y 5 )

It seems very reasonable to assume that, as we decrease the price for one resource

Bg(p) = By(p) = Bp(p) < (2 9)

k, the supply-side buffers for the other two resources will increase Decreasing pg
makes 1t less attractive for the users to supply resource k, and makes 1t relatively

more attractive to supply the other resources If we make this assumption more

10[f we have specific information about the variance in the supply and demand of certain resources,
we would want to target higher buffers on the resources with high variance and lower buffers on
resources with low variance This can easily be incorporated and would only lead to a shghtly
different equilibrium definition
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formally, we can indeed prove that for the supply-side buffer to be maximal, the
system must be 1n a buffer equihbrium, thus justifying the buffer equilibrium as a

desirable target concept

Assumption 4 (Resource Buffers are Gross Substitutes) We assume that the indi-
wdual buffer functions B,(p) satisfy the gross substitutes condition, v e , whenever p’
and p are such that, for some k, p;, > pr and p; = p; for | # k, we have Bi(p') < Bi(p)
forl# k1

Proposition 2 Guwen Assumption 4 (Resource Buffers are Gross Substitutes), when
the overall supply-side buffer B(p) 1s mazimal, then the market has reached a buffer

equilitbrium

Proof We present a proof by contradiction Let’s assume that p 1s a price vector such
that the overall supply-side buffer 1s maximal, but where the resource buffers are not
the same across all resources as they must be i the buffer equilibrium  Assume
that k = arg max,, (5,05} B,(p), 1e, the buffer for resource k 1s maximal across all
resources Now, we consider price vector p’ where we have decreased the prnice of
resource k shghtly and kept the prices of the other resources constant, 1e, p/; < pg
and p'; = p; VI # k Gaven that the individual resource buffers satisfy Assumption
4, we know that B;(p') > Bi(p), and due to homogeneity of degree zero, 1t also

follows that Bi(p') < Bk(p), 1€, the resource buffer size for k has decreased and

!INote that this assumption 1s similar to the more standard assumption that the excess demand
function satisfies the gross substitute property, however, they are not equivalent We assume that, as
we decrease the price on one resource, the ratio between supply and demand for all other resources
will mcrease, while the standard gross substitutes assumption states that the difference between
supply and demand for all other resources will increase Neither assumption mmples the other,
although both can be true simultaneously
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both other resource buffer sizes have increased Because of the continuity of users’
preferences (Assumption 1) and the continmty of the inverse production function
(System Property 5), 1t follows that X (p) and f~*(y(p)) are continuous, and thus we
can always find a small enough price change from p to p’, such that the bufter for
resource k 1s still maximal, but in the process we have increased the buffers for the
other two resources Thus, the overall supply-side buffer 1s larger for p’ than 1t was
before, 1e, B(p') > B(p) which violates our assumption that the supply-side buffer
with price vector p 1s maximal, which leads to a contradiction and completes the

proof |

We have just shown that when the overall supply-side buffer 1s maximal, then
the market has reached a buffer equilibrium One concern might be that this does
not automatically imply that the supply-side buffer will be maximal 1n every buffer
equilbrium However, we will show 1n Section 2 5 4 that under certain assumptions,
the buffer equilibrium 1s umque, which removes this concern and mmples that the
buffer equilibrium 1s indeed a good target concept Note that we truly believe that
Assumption 4 1s satisfied m our domain, and thus, the overall supply-side buffer 1s
indeed maximal 1n the buffer equiibrium However, we do not need this assumption
going forward We only used 1t to provide a formal motivation for the mtroduction
and use of the buffer equilibrium concept, but all statements in the remainder of this

chapter are also true for the buffer equilibrium, without this assumption

We now offer an alternative defimition of the buffer equihibrium which relates 1t to

the well-known concept of a Walrasian equilibrium

Defimition 4 (Buffer Equilibrium [Version 2/) A Buffer equilibrium 1s a price vec-



Chapter 2 Design and Analysis of a Hidden P2P Backup Market 56

tor p = (pg, Py, Pp), an aggregate mazvmum supply vector X(p), and an aggregate

mazymum demand vector Y (p), such that

X(p)=fY(p)

v e, 1t 15 a Walrasian equilibrium defined on the supply and demand bounds chosen

by the users
It 1s easy to show that the two definitions for the buffer equilibrium are equivalent

Lemma 1 Guwen Assumption 8 (Linear Prediction for Aggregate Demand), the 1

and 2 definrtrions of the Buffer Equilibrium are equavalent, 1 e

Bs(p) =By(p) =Bs(p) < X(p)=/"'(Y(p))

Proof We begin by showing the “=" direction

If B5(p) = By(p) = Bp(p) then
M>1st VI Xp)=r f ' (wlp)

Now, due to Assumption 3 we know that 30 Y (p) =¢ y(p) Thus

=V X = (Y 0) (2 10)
=V K =2 5 £00) 1)
=W Xy(p) =N fUY(p) for A=A % (212)

=X(E)=X () 213)

From the flow constraints (Eqn 2 6) we also know that

X(p) p=f"'(Y() p (2 14)
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Equations (2 13) and (2 14) can only both be true if A* =1 Thus, 1t follows that

X(p) = (Y ()

The “<” direction 1s even simpler to show

X(p)=f(Y(») (2 15)

= X(p) = (A y(p)) (2 16)
=X@p) =X [ (y®) (217)
= Bs(p) = By(p) = Bp(p) (218)

Equation 2 16 follows because of Assumption 3 (Linear Prediction for Aggregate De-
mand) Equation 2 17 follows from System Properties 3 and 4 (Production functions

satisfy CRTS and are bijective) a

2.5.2 Equilibrium Existence

In this section, we prove that a buffer equilibrium exists i our model We let
L ={S,U, D} and we use ! to index a particular composite resource We define the
vector-valued relatwe-buffer function Z(p) which measures the relative buffer for each

mndividual resource 1n the following way

Xilp) (Z’c fzijzzsz(,;)))
f (y(®) |Z|

In words, the first term represents the supply to demand ratio of the particular good !

Zi(p) = (219)

The second term represents the average supply to demand ratio, 1n our case averaged

over the three goods storage space, upload and download bandwidth Thus, Z;(p)
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represents how far the “buffer” between supply and demand for good [ 1s away from
the average buffer We have reached a buffer equilibrium when the buffer 1s the same

for all goods, 1 e, when

Z(p) =0

Lemma 2 Gwen that users’ preferences are strongly monotone with respect to supply
resources, the relatwe-buffer function Z( ) has the follounng property If p* — p, unth

p # 0 and pr, = 0 for some k, then for n sufficiently large

A Zi(p") > Zi(p")

Proof Because p # 0, for n large enough, there exists a resource ! such that p}* > 0
As the price of resource k € {S,U, D} goes towards zero, due to users’ strictly convex
and strongly monotone preferences for supply resources, they will supply less and less
of k, and supply more of the other resources instead, at least of resource I whose
price 1s bounded away from zero However, because of the slack constraints, the users
cannot reduce their supply of resource k towards zero, or increase thewr supply of
resource [ arbitrarily high Let v > 1 denote the slack factor we allow users when
setting their preferences The corresponding slack constraints (see System Property

6), lower-bounding the supply for resource k, are

Vie T\ {k} Xui() > i 2“ Eyg Z;; £ (P")

As p™ — p with p # 0 and p, = 0, for n large enough, pi will be sufficiently close

to zero, such that each user ¢ chooses to supply the mimimal amount of resource k
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that 1s possible Thus, at least with respect to one of the other resources [ or m, the

slack constraint will be binding, 1€,

v sz(p") = l M le(p") \V/ sz(pn) —

v T we)

This does not mean that the slack constraint will be binding for the same resource
[ or m for every user In fact, 1t 1s possible that user z will minmimize his supply of
resources k£ and [, while user y mimimizes his supply of resources & and mm However,

becausc every user contributes least to the supply-side buffer for resource k, this

implies
X, Xy
=/ > —
o) TR )
and this imphes that 31 Z,(p") > Zi(p") O

Theorem 1 A buffer equilibrium exists in the P2P exchange economy, qwen that
users’ preferences are continuous and strictly convex, monotone wrt service prod-

ucts as well as strongly monotone w rt to supply resources

Proof Consider the relative buffer function Z(p) We have noted in Observation 1
that X (p) and y(p) are both homogeneous of degree zero, and this imples that Z(p)
1s homogeneous of degree zero Thus, we can normalize prices 1n such a way that all

prices sum up to 1 More precisely, denote by

A:{pERi Zpl=1}
!
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We can restrict our search for an equilibrium to price vectors mm A However, the

function Z(p) 1s only well-defined for price vectors in
Interior A ={pe A p, >0 for all [}
To refer to price vectors in A that are not in the interior, we use
Boundary A = A\ Interior A

The proof proceeds in s1x steps In the first two steps, we define a correspondence
f() from A to A, where we distinguish between price vectors in Interior A and n
Boundary A In step 3, we show that the correspondence 1s convex-valued In step
4, we show that the correspondence 1s upper hemicontinuous In step 5, we use all
of these results and apply Kakutam’s fixed point theorem to conclude that a p* with
p* € f(p*) 1s guaranteed to exist Finally, mn step 6 we show that any fixed pomnt
constitutes an equibbrium price vector To facilitate notation, we will use ¢ to denote

price vectors in the set f(p) C A

Step 1 Construction of the correspondence f() for p € Interior A For the
defimtion of this correspondence, we put the resources in an arbitrary but fixed order,

and mndex them by 2,7 € {1,2,3} Now, Vp € Interior A

qgEA, if Z(p) =0
flp) =

geA g =11fv=argmmn{p, p, =mn{p,pe,ps}}, if Z(p)#0

In words, if Z(p) = 0, 1e, when the buffer 1s the same for all resources, then the
correspondence f( ) maps p to the set of all price vectors in A If Z(p) # 0, then the

correspondence maps p to a price vector ¢ € A where one component of g equals 1
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and the other two components are equal to 0 More specifically, the correspondence
sets that component ¢, = 1 for which 2 1s the smallest index of the price components
p, that are mimmal among p;, p, and p;s Thus, when Z(p) # 0, then f( ) maps p to

ezactly one ¢ € Boundary A Only if Z(p) =0, then f(p) = A
Step 2 Construction of the correspondence f( ) for p € Boundary A
Vp € Boundary A f(p)={q€ A ¢q,=01fp, >0}

This correspondence maps p to all price vectors g € A for which a component of g
equals 0 when the corresponding component of p 1s positive Because p € Boundary
A we know that for some 2, p, = 0, and thus f(p) # @ Furthermore, for at least one
3, p, > 0 and thus q, = 0, which imples that no pomnt from Boundary A can be a

fixed pomnt

Step 8 The fixed-pownt correspondence s conver-valued Consider first p €
Internor A If Z(p) = 0, then f(p) = A, and because A 1s a sunplex 1t 18 obvi-
ously convex When p € Interior A and Z(p) # 0, then f( ) maps p to exactly one
pomnt mn A, and thus f(p) 1s trivially convex Now, if p € Boundary A, then f(p)1sa
subset of A, namely the set of price vectors ¢ where one or two dimensions are equal
to 0 These subsets of A are themselves simplices, and thus convex, and consequently

f(p) 18 convex

Step 4 The correspondence f( ) 1s upper hemacontinous To show upper hemicon-
tinuity we have to prove that for any sequence p™ — p and ¢" — ¢ with ¢* € f(p") 1t

holds that g € f(p) We distinguish two cases p € Interior A and p € Boundary A
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Step Ja p € Interor A Consider first a sequence p” — p with Z(p) = 0
Thus, f(p) = A and for any sequence ¢" — ¢, 1t 18 trivially true that ¢ € f(p)
Now consider a sequence p” — p with Z(p) # 0 Because users’ preferences are
continuous (Assumption 1), we know that X (p) and y(p) are contmuous, which 1m-
plies the continuity of Z(), and thus hm, ,, Z(p") = Z(p) Because Z(p) # 0,
for n large enough 1t must be that Z(p™) # 0 Thus, when considering the se-
quence p" — p, for n large enough, we only have to consider the second case of
the defimtion of f() Let ¢* = argmin{p, p, =mn{p:,ps,ps}} It holds that
limy, 0o min{p?, p%,p5} = mun{pi,ps,p3} Thus, for n large enough, 1t must be
that arg min {p;‘ P} = min {p?,p3.p5}} = * Consequently, for n large enough,

if g™ € f(p™), then ¢ = 1 which implies that g« =1 Thus, if ¢* — ¢ and for all n

q" € f(p"), then g € f(p)

Step 4b p € Boundary A Consider p™ — p and ¢" — g with ¢ € f(p") for all
n  We show that for any p; > 0, for n sufficiently large we have ¢ = 0 and thus
q = 0 which imples that ¢ € f(p) If p, > 0, then p}* > 0 for n sufficiently large
If p® € Boundary A, then ¢ = 0 by the defimtion of the correspondence f(p"), and
thus ¢ = 0 If, however, p™ € Interior A, then Lemma 2 comes into play Because
p € Boundary A, for at least one k we have py = 0 and thus p} — 0 According to

Lemma 2, for n large enough
A Z,") > Zi(p")

1 e, there exists a resource [ which has a larger buffer than resource & Thus, Zx(p™) #
Zy(p™) and thus Z(p™) # 0, which imphes that we must only consider the second case

of the defimtion of f(p") for p™ € Interior A If ¢g" € f(p"), then for n large enough
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gr = 1 for a resource k for which pp — 0 Because p € Boundary A, at least one
and at most two components of p"™ go towards 0 However, because ¢" — ¢, for n
large enough, gp = 1 for the same resource k, and thus g = 1, which 1mplies that

G = ¢m = 0 Thus, for any p; > 0, ¢ = 0, which implies that ¢ € f(p)

Step 5 A fized pownt exists The set A 18 a non-empty, convex and compact set
and we have shown that f( ) 1s a correspondence from A to A that 1s convex-valued
and upper hemicontinuous Thus, we can apply Kakutani’s fixed-point theorem which
says that any convex-valued and upper hemicontinuous correspondence from a non-
empty, compact and convex set mnto 1tself has a fixed point We conclude that there

exists a p* € A with p* € f(p*)

Step 6 A fized pownt of f( ) 15 an equalibrium Assume that p* 1s a fixed point,
1e, p* € f(p*) As we have pointed out 1n step 2, no price vector from Boundary A
can be a fixed point Thus, 1t must be that p* € Internor A 1In step 1, we already
saw that when Z(p*) # 0, then f(p*) C Boundary A, which 1s mncompatible with
p* € Interior A and p* € f(p*) Thus, for p* to be a fixed pomt, 1t must hold that

Z(p*) = 0, and thus any fixed point p* 1s an equilibrium price vector

To summarize, we have shown that a fixed point always exists and that any fixed
point 1s an equilibrium price vector Thus, given the assumptions of the theorem, a

buffer equilibrium 1s guaranteed to exist O
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2.5.3 Equilibrium Existence with Price-insensitive or Adver-

sarial Users

So far, we have shown the existence of the buffer equilibrium when all users’
preferences satisfy continuity, strict convexity, monotonicity and strong monotonicity
wrt supply resources, and update their settings accordingly upon price changes In
practice, however, some users might violate these assumptions, for example, because
they do not notice price changes, or because they do not care enough to update their
settings immediately In more extreme cases, some users might purposefully harm the
system and try to bring 1t out of equilibrium by updating their settings in the opposite
way than what our assumptions would suggest We call such users adversarial users
For example, an adversarial user could maximize his supply of those resources that
currently have a very low price, and minimize his supply of those resources that
currently have a very high price Even though such behavior would certainly hurt the
attacking user himself and thus could be called wrrational, adversanal users do exist
1n practice, and robustness against adversarial attacks 1s a common concern

In this section, we prove that a buffer equilibrium exists, even 1f a certain per-
centage of the user population 1s adversanal For the analysis, we distinguish be-
tween rafional users whose preferences satisfy our assumptions as before, and who
update their settings accordingly upon price changes, and adversarial users, whose
preferences must not satisfy our assumptions To derive the maximum percentage of
adversarial users that we can tolerate, the following analysis assumes that adversarial
users update their settings in such a way as to maximally hurt the system, to bring

1t out of equilibrium
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We let R denote the set of rational users, and A denote the set of adversaral
users We let Y® and X denote the demand and supply vector of the rational users,
and Y4 and X4 denote the demand and supply vector of the adversarial users Thus,
Y=YE®4+Y4and X = XF+ X4 As before, we let v > 1 denote the system’s slack
constraint We assume that the maximum demand of the rational users 1s at least C
times larger than the maximum demand of the adversarial users,1e , Y% > C Y4, and

we derive a mimimum bound for C' to guarantee the existence of a buffer equilibrium

As a first step, we show that under certain conditions, when the price of a resource

k goes towards zero, there exists a resource [ # k with a strictly larger resource buffer

than k&

Lemma 3 Gwen slack factor v and gwen that YR > C Y4, 1f rational users’
preferences are continuous and strictly convex, monotone wrt serwice products as
well as strongly monotone wrt supply resources, and if C > (v* + ), then for

p" — p wrth p # 0 and p, = 0, for n sufficiently large

Xi(p™) Xi(p™)
LW S e

Proof We have shown 1n the proof for Lemma 2, that for p* — p wath p # 0 and
pr = 0, for every rational user 2, for n large enough, at least one of the slack constraints
will bind, 1e

XIG) _ 1 XIG7)
) v o)

Ve Al

For the remainder of the proof, we will always consider the supply and demand

functions for p* — p, however, we will write X and y nstead of X (p") and y(p") to
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simplify notation Tt 1s possible, that for each rational user, a different slack constrant
binds Let L and M denote the sets of rational users for whom the slack constraints
bind for resources ! and m, respectively, 1e, R = LUM We assume that L and M
are disjunct, 1f for some user, both slack constrants for [ and m bind, we can place

that user randomly into either L or M We let XL = Yol X_ff and X_lM =3 XE

weM <l
Then
Xt XE o a Km o XY
i) ~ fRNy) falw) ~ i y)

It 1s easy to see that at least for one of the resources ! or m, the joint supply of
that resource from the corresponding set of users L or M must be at least half of the
total supply of that resource from the rational users With out loss of generality, let

{ be such a resource Thus

Xt o1 _XF
fl_l(y) 2 fl_l(y)

Remember that for all users € L, the slack constraint for ! binds For all other

rational users, we only know that they supply least of resource ¥ Thus

Xk Xt XM XM
'y _11c - *11 and _lk < _11
()N €) fo @)~ )
By adding both sides together we get

Y £= + = < =
F P (7) B ol () B Pl €7)
Because X_lL + X_lM = )_(F, this 1s equivalent to
X XE _ XF

_ 1
N ORI O
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F 1 XR
Because +=iov 2 5 7=y
(7—1) XE N XE - XE

2 P C) IR 1o €7) B P €
(7+1) XE - XFE
2 W)~ )
XE 2 XR
= 5t < (51) 7
i) v+ i (y)

this imples

So far, we have only argued about the rational users, and derived how much
smaller the buffer for resource k for these users must be relative to the maximum
buffer for resource [ or m Now we turn our attention to the adversarial users as well
Because Y2 > C' Y4 we know that XE p> C XA p For large enough n, we know
that p} 1s close enough to 0 such that all income must come from supply resources [

and m Thus

XF p+XE pn2C (X7 p+XE pm) (2 20)
Because [ was assumed to be the resource with the largest buffer for the rational

users, we know that

e

3x

For the adversarial users, there i1s no restriction between the buffers for { and m,

except the standard slack constraint, 1 e

5 faly)
Xy (222)

XA >

1
Y
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If we combine Equations 2 20, 2 21 and 2 22, then we get

— S -1 _ I -1
XX gy 2O (F ned X g o)
e C %7 fa®

)
(y) ~7
>C XA p+—= XA & Pm
b i D v 1 fl 1(y)

For the last inequality to be true, a necessary condition 1s

X2 > mm{CX}, 9XlA}
g

C—
= X > —X{

Y
=>Xf <L XP

We have derived above that for rational users, we have

X—,f ( 2 ) _@
<
fitly) — \v+1
For the adversanal users, we have
X,;“ <~ XlA
fk:l(y) B fl_l(y)

If we take these two mequality together we get

X, = XP+v X{
fity) )
Thus, to get
X X,

<
L) T )

we need that

XF+y XA<X

y+1

(2 23)

(2 24)

(2 25)
(2 26)

(227)

(2 28)

(2 29)

(2 30)

(2 31)

(2 32)
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By definition, we have that X_ZR-FF = X; Because ¥ > 1, we know that % X—lR <

XF and v XA > XA Thus, the amount by which -2 XF 1s smaller than X% 1s
v+1 t

exactly the amount by which ~ 3(? can be larger than ZZ, for Inequality 2 32 to

hold Thus, we need

2
A/+1

(-1 XA<(- )XF (233)

If we now use Equation 227, 1¢, X—lA <3 X_lR, 1t follows that the next mequality

mmplies the previous one

Y YE 2 \<E
=1 & XIRS(l_,y__i_-i)XlR (2 34)
2
Y-y _v-1
< 2
® =5 S (2 35)

Because v > 1 and C' > 1, we can derive the following

(v+1) (-7 <C (v-1) (2 36)

& -1 (P+7<C (v-1) (237)

e @+ <C (2 38)

This completes the proof of the lemma 0

Equipped with Lemma 3, 1t 1s straightforward to prove the more general Theorem

about equilibrium existence with adversarial users

Theorem 2 Guwen slack factor v and gwen that YR > C Y4, then a buffer equi-
hbrum exists i the P2P exchange economy of C > (v* + 7) and the ratwonal users’
preferences are continuous and strictly conver, monotone wrt serwice products as

well as strongly monotone wrt to supply resources
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Proof The theorem follows from the same proof as Theorem 1 The only necessary
change 1s that in step 4b of the proof, instead of using Lemma 2 (which 1s only

applicable when all users are rational), we use the more general Lemma 3 O

What Theorem 2 shows 1s that the more freedom we give the users in setting
their supply (1e, the larger the slack factor), the less robust 1s the system agawmst
adversarial attacks This result 1s actually very relevant and useful for the designer
of the P2P backup market If there 1s reason to beheve that a non-neghgible fraction
of the population will be adversarial or that many users will not update their prices
m a rational way, then Theorem 2 tells the market designer exactly what to do
For example, 1f the market designer believes that at most 10% of the users will be
adversarial, then the formula from the theorem tells us that as long as we give the
users a slack factor of 25 or less, a buffer equilibrium 1s guaranteed to exist In
that respect, the theoretical equilibrium analysis actually has a very direct practical

mpact on the market design

2.5.4 Equilibrium Uniqueness

Without any further restrictions on users’ preferences, we cannot say anything
about the umqueness of the buffer equilibrium, because the substitution effect and
the wealth effect could either go 1n the same or 1n opposite directions ** The standard

equilibrium uniqueness proof for Walrasian equilibria resolves this by assuming that

12In an exchange economy, a price change always has two effects first, 1t changes the relative
prices between the goods, causing the substitution effect Second, 1t can also change a user’s wealth,
because his supply might now be more or less valuable, which 1s called the wealth effect Without
further assumptions, nothing can be said about the net effect of a price change (¢f Sonnenschem-
Mantel-Debreu Theorem, [65], pp 598-606)
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the aggregate excess demand function has the gross substitutes property for all com-
modities [3], which means that a price mcrease for one commodity causes an mncrease
1 the aggregate excess demand for all other commodities However, that assumption
18 too strong for our domam for two reasons First, and most importantly, for the
demanded services, the gross substitutes property 1s violated in a P2P backup sys-
tem For example, if the price for storage increases, 1t 1s not reasonable to assume
that users will now start deleting their backed up files and consume more backup or
retrieval operations instead The reason 1s ssmple every file you back up 1s then being
stored, and you can only retrieve files you have previously backed up Thus, there
are 1n fact strong complementarities between the demanded services in our domain,

and to reflect this, we make the following assumption

Assumption 5 (Services are Perfect Complements) We assume that the aggregate

demand function Y (') has the perfect complements property, 1 e
Vp,p' €RYy FueR st Y(p)=p Y(p)

A consequence of the perfect complements property 1s that price changes affect
all dimensions of the aggregate demand vector equally For an individual user, the
Leontief utility function would induce the perfect complements property such that
resources are consumed 1 fixed ratios However, 1t bears emphasis that we assume
perfect complements only for aggregate demand, rather than for individual demand,
which 1s a much weaker assumption, and more reasonable due to the law of large
numbers

In contrast to service products, i1t seems reasonable to assume that supplied re-

sources are substitutes in the sense that a user 1s happy to shift his supply from
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one resource to another as prices change Yet, the strong assumption that supphed
resources are gross substitutes might also not hold in our domamn Because services
have the perfect complements property, and because services and supplied resources
are coupled via the flow constramnt X, p = f~(Y) p, price changes can also have
non-substitution effects on the supply of resources For example, when the price for
a resource 1s decreased, 1t 1s not a prion clear that the supply for that resource goes
down It might be, that due to this price decrease, the system just became much
more attractive for many users, so that they signmificantly increase their demand and
thus also their supply (of all resources) Thus, we do not want to make assumptions
regarding the specific directions of change n the supply and demand functions We
only make an assumption regarding how price changes affect the relative ratios of

supplied resources to each other

Assumption 6 (Relatwe Supply Resources are Gross Substitutes) We assume that
the aggregate supply function X (p) has the relatwe gross substitutes property, ¢ e,

whenever p' and p are such that, for some k, p). > pr and p; = p; for | # k, we have

Xe@) o Xk(p)
X,(p) Xi(p)

Note that both assumptions are relatively weak Upon a price decrease for good
k, the aggregate supply for k£ can go up or down, and the demand for all services can
also go up or down All we assume 1s that when the price for good k 1s decreased, the
relative supply of good k to the other goods decreases, and the demand for services
moves up or down proportionally With these two assumptions, we can now prove

that the buffer equilibrium 1s unique

Theorem 3 The buffer equilibrium 1s unique, given that the aggregate demand func-
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tion satisfies the perfect complements property (Assumption 5), and that the aggregate

supply function satisfies the relative gross substitute property (Assumption 6)

Proof Because we make different assumptions regarding the supply and demand sides
of our economy, we first separate the supply and demand aspects by mtroducing an

alternative description of the buffer equihibrium

X = fYY) (239)
& (X5.X0.Xp) = (£ ). 70 £51) (240)
X, Xp 1<Y) =0
° 1’7_5’7?):( ) ) (241
Xy Xp I ( ) f5(Y)
= (5253 - (Fw om) =° 242)
We define a new vector-valued function g(p) = (9(p), 95(p))
Xy fFHY) Xy f5'(Y)
g7(p) = ( % - fg_l(y)) and g5(p) = (XS fg_l(y)),

which naturally leads to a new equilibrium defimition that 1s equivalent to Defimtions

3 and 4

Defimtion 5 (Buffer Equlibrium [Version 3]) A buffer equilibrium 1s a price vector

p and g(p) such that
0

g(p) =
0

We have stmplified the problem of finding equilibrium prices to finding the root of
the function g(p) Because X (p) and Y (p) are homogeneous of degree zero, g(p) 1s also
homogeneous of degree zero, which implies that collinear price vectors are equivalent,

re, VA > 0 g(p) = g(A p) Thus, showing umqueness of the buffer equilibrium
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158 now equivalent to showing that g(p) = 0 has at most one normalized solution
Now, let’s assume that g(p) =0, 1€, p 1s an equlibrium price vector We show that
for any p/, g(p’) # 0 unless p and p’ are collnear Because of Assumption 5 (the
aggregate demand function has the perfect complements property), a price change
affects all dimensions of the demand function equally, 1e¢, Ju € R Y(p) =p Y(p)
Because the production function is byjective and exhibits constant returns to scale,

-1
this 1mphes that fY(p) = 4 fY() Thus, Vpp € By, T
Kl
1Y (@)

=y L e changes i the demand function Y( ) due to price changes do not affect
5

g() Consequently, we only have to consider changes in the supply function X( )
Now constder a price vector p’ that 1s not collinear with p Because of the homogeneity
of degree zero, we can assume that p’ > p and p, = p| for some I We now alter the
price vector p’ to obtain a price vector that 1s collinear to p, and argue about how

g{ ) changes 1n the process We distinguish between three cases

Case 1l [ =385, 1€, Pg = ps Furst, we generate a price vector p” that 1s collinear
to p, by linearly increasing all components of p until the next two price components
are equal, 1e, p} = p}, for k # S We assume that k = D (the case where k = U 1s

completely symmetric) such that

Py 2 1 (243)
/ Ui

P =p% (2 44)
} U4

Py < P (2 45)

with at least one of the inequalities being strict Now we alter p’ to obtain p” 1n two
steps In the first step, we decrease (or keep unaltered) p;; until 1t equals py; In the

second step, we Increase (or keep unaltered) p'§ until 1t equals p% Because p’ and p”
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were not collinear, we have changed the price vector 1n at least one step, and because
of Assumption 6, the relative ratio between Xy and Yg has decreased 1n at least one

step and has never increased, such that

> = = =

XW(PI) Xy(®")  Xylp)
Xzp)  Xz() 3(p)

Thus, the first term 1n gi( ) has changed, and the second term stayed constant, and

g(@') # g(p) =0

Case 2 [ =U, 1€, p/U = py First, we generate a price vector p” that 1s collinear
to p, by linearly increasing all components of p until p} = p), for k # U Now we

differentiate between two cases

Case 2a k = D such that

g > v (2 46)
’ 1

Pp="Pp (2 47)

P < P (2 48)

with at least one of the inequalities being strict The remainder of the proof for this

case 1s analogous to the one fore case 1

Case 2b k = S such that

o > ol (2 49)
Ps =Py (2 50)
/ U

Py <Py (2 51)

with at least one of the iequalities being strict Analogously to the proof for case



Chapter 2 Design and Analysis of a Hidden P2P Backup Market 76

1, we can show that

Xo(v) _ Xo(") _ Xulp)
X5(r)  Xpl")  Xplp)

(2 52)

For the rest of the proof for this case, we construct a contradiction Assume that p’
15 also an equilibrium price vector such that g(p’) = 0 Because the second term n

gy and g respectively does not change upon price changes, this imphes that

Xp(p)  Xy(p)
Xs)  Xs) (253)

g o) _ Xp(p)
! X)X (250

() Xz(p') and from (2 54) 1t

From Equation (2 53) 1t follows that Xg(p') = e
Ej

follows that X+(p') = X ¥ 5(p’) If we put these two results together we get

o(r) _ Xu(p) Xs5(p) Xs(p)  Xylp

7(p)
U
Xp() Xzlp) Xplp) Xs() Xopp)

and this contradicts Equation (2 52) Thus, g(p') # 0

Case 3 |=D,1e, p5 = pp The proof for this case 1s analogous to the proof for

In summary, mn all three cases we established that g(p') # g(p) = 0 which shows
that p’ 1s not an equihbrium price vector and concludes the equilibrium uniqueness

proof l:l

2.5.5 (Un-)Controllability of the Supply-side Buffer

So far we have shown under what conditions the buffer equilibrium exists and

when 1t 15 umque In practice, however, the system will be out of equilibrium most
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of the time, because users do not continuously adjust their settings, and thus price
changes will only affect supply and demand after a delay This 1s why n Section 2 5 1,
we have motivated the buffer equilibrium as a desirable target the buffer between
current demand and maximum supply of resources gives the system a certain safety
for when 1t 1s out of equilibrium To make sure we can always satisfy new mcoming
demand, we might hke to have at least 25% more supply than current demand, 1 e,
X >125 f~'(y) Unfortunately, the umqueness of the buffer equlibrium (Theorem
3) has an immediate consequence regarding the liited controllability of the buffer

equilibrium

Corollary 1 (Limated Controllability of the Market) Gwen Assumptions 5 and 6,
the market operator cannot influence the size of the buffer win the buffer equilibrium

by adyusting market prices

It turns out that the limited controllability of the buffer equilibrium remains, even
without the assumptions that service are perfect complements and that relative supply

resources are gross substitutes, thereby strengthening the result from Corollary 1

Proposition 3 If each indwrdual user 1+ has a limated planning horizon wn that he
chooses not to give hamself more than a demand-side buffer of A, then there exists a
A € R.; such that the market operator cannot achieve a buffer equilibrium wnth buffer

size A by adyusting market prices

Proof For the proof we construct a simple counterexample We choose a A such that
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Ve A > A, And welet A¥ = max, A\, Now

Vi Y=\ u (2 55)

=Y =) A u (2 56)

=Y <Y Ny, (2 57)

=Y <A w (2 58)

=Y < A%y (2 59)

= Ty <X ) (2 60)

=X <N (y) (2 61)

Thus, the buffer between supply and demand would be less or equal to A} which by

assumption was strictly less than the buffer A that the market operator desired [

Given the liimited controllability of the buffer, 1t 1s natural to ask what buffer size

to expect 1n equilibrium It turns out that, in equilibrium, the supply-side buffer 1s

uniquely determined via the demand-side buffer

Proposition 4 In the buffer equilibrium, the size of the supply-side buffer equals the

size of the demand-side buffer

Proof

(2 62)
(2 63)

(2 64)
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Equation (2 63) follows because of Assumption 3 (hnear prediction for aggregate
demand) Equation (2 64) follows from System Properties 3 and 4 (production func-

tions are byective and exhibit CRTS) O

In words, the size of the buffer depends on how forward-looking the users are If
on average the users give themselves a 25% buffer on the demand side (e g , a user has
currently backed up 20GB and sets the shders in such a position that his maximum
online backup space 1s 25GB), then the system would also have a 25% buffer on the

supply side, 1e, X =125 f1(y)

Even though the market operator cannot influence the size of the overall supply-
side buffer by adjusting market prices, Proposition 4 provides us with a different, yet
very natural way to achieve any desired buffer The market operator simply needs to
mnsist that every user gives himself a certain mimimum demand-side buffer One way
to achieve this 1s to build this requirement into the user interface, 1 e, given user #’s
current demand y, there would be a mimimum demand Y, = A, y, below which the

user could not go

Proposition 5 If the market operator can enforce any demand-side buffer for in-
dwndual users, then he can achieve any desired supply-side buffer size A > 1 wn the

buffer equilibrium

Proof We let the market operator set all individual user’s mimimum required demand-
side buffers to A, = A Then we know from Proposition 4 that the resulting aggregate

supply-side bufter will also be at least A O

Note that enforcing a demand-side buffer of A for every individual user can result
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in efficiency losses A user who, without this restriction, would have chosen a smaller
demand-side buffer, now loses some utility For example, he might now choose a
smaller Y, to avoid having to give up as many resources X, Thus, 1n practice, the
desired supply-side buffer A would have to be carefully chosen, trading-off a larger
supply-side buffer on the one hand, with some efficiency losses for individual users on

the other hand

2.6 The Price Update Algorithm

In this section we propose and analyze a price update algorithm that 1s invoked
regularly on the server (e g, once a day), with the goal to move prices towards the
buffer equuiibrium over time Our algorithm 1s oriented at the tidtonnement process
as defined by Walras [105] However, Walras’ algorithm only allowed trades at equi-
librium prices In our system, however, we must allow trades at all tumes, even out

of equilibrium

2.6.1 Algorithm Design

Because users’ preferences are homogeneous of degree zero, collinear price vectors
are equivalent Thus, 1nstead of searching for the equilibrium price vector i R?, we

can simplify the task by looking at projective space RIP?

RP? = {(pz,p7.05) € R*\ {0} (p5,p57,0p) ~ APs: Py Pp) VA ERL}
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Thus, we can fix the price of an arbitrary good (the numeraire) and normalize the

price vector accordingly Here, we normalize the price of storage space to 1

p= (ps Py

3
2
3|3
T

In Section 2 5 4, we have reduced the problem of finding the buffer equilibrium to

finding the root of the function g(p) = (g5(p), 9p(p)) where

95(p)

Il
N
|
ey
=l
~
=

This formulation of the buffer equilibrium 1s also useful for the price update al-
gorithm, because finding the root of a function 1s a well-understood mathematical
problem Newton’s method 1s probably the best-known root-finding algorithm and
converges quickly in practice However, 1t requires the evaluation of the function’s
derivative at each step Unfortunately, we do not know the function g( ) and thus
cannot compute 1ts derivative Instead, we only get to know individual points 1n each
iteration and can use these points to estimate the derivative This 1s exactly what
the secant method does for a one-dimensional function

The problem 1s that g(p) 1s 2-dimensional, and thus the secant method 1s not
directly apphcable The appropriate multi-dimensional generahization 1s Broyden’s
method [10], a quasi-Newton method Unfortunately, that method requires knowledge
of the Jacobian, which we do not know and also cannot even measure approximately

However, we show that one can use an approximation to the diagonal sub-matrix of
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the Jacobian instead of the full Jacobian matrix The diagonal sub-matrix of the
Jacobian can be approximated by studymng changes in the function g(p) This leads

to the following quasi-Newton method for multiple dimensions

Defimition 6 (The Price Update Algorithm)

1 forl=S8

pit —
t i1 —
P~ soiemny 9®') forl=U,D

For the implementation of the price update algorithm n our system we took care
of a few special cases (e g, exactly reaching the equibbrium such that terms cancel

out), but we omit the details here

2.6.2 Theoretical Convergence Analysis

We begin with the analysis of the convergence of the following iteration rule
g*) = &) _ D(a®) 1 p(z®) (2 65)

where F'1s a function FF R™ — R"™ and D 1s the diagonal sub-matrix of the Jacobian
J of I We define the matrix L by the rule J(z) = D(z) + L(z), 1e, L comprises
of the off-diagonal partial dervatives in the Jacoman For this 1teration rule, the

following theorem holds

Theorem 4 Let F be a continuously differentiable function Suppose that in the
steration rule gren by equation (2 65), £0 1s chosen close enough to a root * of F,

J(z*) s non-singular, J and D are Lipschatz continuous, and L(z*) = 0 Then the
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successwe terations *) produced by the iteration rule converge to x*, and the rate

of convergence 1s at least Q-linear **

Before proving the main result, we first discuss some general conditions under
which a multi-dimensional Newton iteration converges even 1if a diagonal approxi-
mation 1s used for the Jacobian We essentially follow Kantorovich’s proof of the
local convergence of Newton’s method (Kantorovich’s theorem [52} and [53] Chapter

XVIII)

Defimtion 7 Suppose F R™ — R™ Wnriting the vector valued function

F(z1, xs, ,Tp) QS

(fl(xlaw% axn)a afm(xlax% amn))
one defines the Jacobian matriz as the m x n matriz J where J,, = 0f,/0x,
We will need the following two results

Theorem 5 Suppose F R™ — R™ s continuously differentiable, and a,b € R

Then

1

F(b) = F(a) + / J(a+6(b—a))(b—a)db,
0
where J s the Jacobian matriz of F'

The above theorem 1s the second fundamental theorem of calculus The next

theorem extends the triangle inequality obeyed by norms to integrals

(+1)_ =
13Q)-limear convergence means that limg_,oc lez(’“)—a:'wllq = p with g € (0,1) and ¢ =1 We can

m fact prove that the iteration rule exhibits faster than Q-linear convergence just hike Broyden'’s
method, 1ts convergence 1s locally Q-superhinear (with ¢ = 1 62, and i > 0) However, showing this
result requires a more ntricate argument which 1s beyond the scope of this thesis
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Theorem 6 IfFF R — R™ 1s integrable over the wnterval [a,b], then

/abF(t)dtH < /ab||F(t)||dt (2 66)

We also recall the defimtion of the operator norm of a matrix

Defimition 8 If A € R™*™, the norm of A 1s defined as

1Al =max{”ﬂ473flll T ER”,J,‘#O}

The norm defined above has the following properties

1 It 1s a norm on the space R™*",

2 ||Az|| < ||A|l||z|| for all A € R™*™ z € R",

3 ||AB]| < ||A|l|B]| for all A € R™*™ B e R™*P

The following 1s a well-known theorem from Functional analysis

Theorem 7 Suppose J R™ — R™™ 15 a continuous matrz-valued function If
J(x*) 15 nonsingular, then there exists a § > 0 such that, for all x € R™ wnth ||x —

z*|| < 4, J(z) s nonsingular and
1) Ml < 20J(") 7|

Proof (Sketch )The first part follows from the fact that if J(z*) 1s non-singular, then
det J(z*) # 0 and consequently there 1s a neighborhood of z* where the determmant
does not vanish (polynomials define continuous maps) The latter part follows from
the fact that if the map = — J(z) 1s continuous then so 1s the map z — J(z)!

whenever the latter map 18 defined O
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Definition 9 Suppose FF R™ — R™ Then F' 1s sard to be Lipschatz continuous on

S C R™ of there exists a positwve constant T' such that
|1F(z) — F(y)ll < Tllz —yll, forally € S

This defimtion can also be applied to a matnx-valued function /¥ R" — R™*"

using a matrix norm to ||F(z) — F(y)|

The usual Newton 1teration 1s phrased as
a*FD) = 20 _ J(g*N) 1R () (267)

The Newton 1teration 1s known to converge to a root, z*, of the function F 1f we start

the 1teration close enough to z* (such that the Jacobian 1s non-singular)

We wish to analyze the convergence of the following update rule
) = g® _ D@ p(2®), (2 68)

where D 1s the diagonal sub-matrix of the Jacobian To this end, we define the ma-
trix L by the rule J(z) = D(z) + L(z), 1e, L comprnses of the off-diagonal partial

derivatives in the Jacobian

We will show that if we are in the situation that J and D are Lipschitz continuous
and that L(z*) = 0 (1s the zero matrix), then the above 1teration rule also converges

to the root x* as long as we start close enough to the root



Chapter 2 Design and Analysis of a Hidden P2P Backup Market 86

Subtracting z* from both sides of equation (2 68) and noting that F'(z*) = 0 we

have

g®*tD g = o® g D(a®) T R(z®)

=z® — z* — D) (F(z®) - F(z"))
We now use Theorem 5 to estimate F(z*)) — F(z*)
F(z®)) — P(z*)
= v/ol J(z* + 0(z® — z))(z® — 2*)df
_ /0 ()@ = 278
+ /0 1 (J(z* + 6(z® — 2%)) — J(z*)) (¥ — 2*)db
= I — o)
+ /01 (J(z* + 6(z® — 27)) — J(z*)) (z® — 2*)de
Assumimg L(z*) = 0 we have

F(z%®)) — F(z*) = D(z*)(z® — z*)

+ /1 (J(z* + 6(z™® — 2%)) — J(z7)) (%) — z*)do
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Therefore,

[F(@®) - F(z*) - D(@")(a® - 27)

/0 (J(z* + 0(z® — 2*)) — J(z*)) (z®) — x*)d&“
< [ 106 +66® -a) - s@) @ )it

lz® — 2*|do

< /0 |J(z* + 0(z® — %)) — J(z")

1
< / T,0||z*) — 2*||2d6 (using Lapschitz continuity of J)
0

1

<
-2

lz® — |2

We now have

I(k+1) _ iE*

= o® — 3" — D) (F(z® - F(z"))
=2® - g* — D(E®) I [D(a") (= — o)
+ F(@®) - F(z*) - D(z")(z® 27|

= (I = DE™) D) (& ~ 27)

= D(a®)~! (F(z®) - F(z*) - D(z") (& - 2"))
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Now applying norms on both sides
H.’L'(k+1) o 1,‘*”

< ||(I = D(®)'D(z")) (z® — z*)

+ ||D(:15(’“))_1 (F(z®) — F(z*) — D(z*)(z® — %)) ||

<|I- D(z*) "1 D(z*)

o - o

+[|DE®) [ F®) - Fa*) - DE) @ - 27)

< |I - D(="®)"*D(z*)

o - o

+ 2 o) o - 2
We are assuming that D 1s also a Lipschitz continuous map

|1 — D(z®)D(z")

= HD(CL‘(k))—l (D(x(k)) — D(x*))“

< || DE®)7H| |D™) - D(z*)

< T D) | [ -

Thus we have
. 3T _ "
otV = 27 < S IDE®) 7 e® - o7,

where we have set T = max{7T;,Tp}

If 8 15 sufficiently close to z*, then ||D(z®)71| < 2M,

where M = ||D(z*)7Y| = ||J(z*)7}|| by our assumption that L(z*) =0

Thus 1f z® 1s sufficiently close to z*, then ||z**V) — 2*|| < 3TM||z® — 2*||?
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Moreover, 1f

then
* 1 *
||x(k+1) -z < 5”1’(’9) — |

This completes the proof of Theorem 4

The problem one faces when trying to apply the secant method to higher dimen-
sions 15 that the system of equations provided by J, (z®) — z*-V) ~ F(z®) —~
F(x*-V) (where Ji 15 the current estimate of the Jacobian) 1s under determined
However, 1f one uses the diagonal approximation to the Jacobian, then the system 1s
fully determined What Theorem 4 says 1s that under certain conditions, using the
diagonal sub-matrix of the Jacobian instead of the full Jacobian in the given 1teration
rule, still leads to convergence to a root of the function

Equipped with Theorem 4, 1t 1s now easy to prove that the price update algorithm
given 1 Definition 6 converges to a buffer equilibrium We only need to consider the
update algorithm for resource prices p; and py because the price for space remains
constant at 1 Consider the function g( ), and as before, J 1s the Jacoban of g( ), D

1s the diagonal sub-matrix of J, and L 1s defined by the rule J(z) = D{(x) + L(x)

Corollary 2 Consider the price update algorithm gwen wn Definition 6 If g( ) 1s a
continuously differentiable function, p® s chosen close enough to a root p* of g9( ),
the Jacobian J(p*) 1s non-singular, J and D are Lipschitz continuous, and L(p*) = 0,
then the price update algorithm converges to an equilibrium price vector p*, and the

rate of convergence 1s at least Q-linear
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Proof We have shown in Section 2 5 4 that if we find a price vector p* such that
g(p*) = 0, then we have reached a buffer equilibrium Thus, we only have to show that
the price update algorithm converges to a root of the function g( ) Now, note that the
price update algorithm provided in Defimition 6 defines a quasi-Newton 1teration rule
that uses the diagonal sub-matrix of the Jacobian of the function g( ), equivalent to
the 1teration rule given in equation (2 65) By Theorem 4, that 1teration rule converges

locally to a root of g( ), and the rate of convergence 1s at least Q-linear a

One might wonder how restrictive the conditions of Theorem 4 and Corollary 2 are
The condition that the matrices J and D be Lipschitz continuous puts upper bounds
on how fast the partial derivatives of the function can change One can relax this
assumption to just that of J and D being Lipschitz continuous in a neighborhood
of the root without affecting the conclusions of the theorem and corollary Local
Lapschitz continuity near the neighborhood of the root seems like a plausible condition
for g( ) to satisfy because 1t 1s hard to envision wild changes 1n the function near an
equiibrium pomt The non-singulanty of J(p*) means that our function does not
have a higher order zero at the equilibrium point It 1s hkely that our algorithm
would still converge even if this assumption fails, but we do not have a proof of this
The local convergence of our method 1s an aspect we share with all Newton’s methods
operating in multiple dimensions, and this 1s the most worrisome property as well as
the hardest to get a handle on If ||J(p*)}|] and Lipschitz constants of J and D
around p* are all small, then the basin of convergence is large However, 1t seems
that only experimental evidence can validate whether this assumption 1s reasonable

In our situation
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2.7 Usability Study

In this section, we describe some of the results from a formative usability study of
our system with 16 users 14 Our main goal 1n the usability study was to understand
whether the market user interface we propose for the P2P backup system 1s a usable
mstantiation of the hidden market paradigm Before describing the results, we give

a brnef summary of the study set-up and the methodology

2.7.1 Set-up

The UI design process included an early exploratory study (with 6 users) and
a prlot study (with 6 users) Upon completion of an iterative Ul design phase, we
recruited 16 users (8 fermales) from the Greater Seattle area for the usability study All
of the users had some college education and used a computer for at least 10 hours per
week The average age of our participants was about 39, ranging from 22 to 66 years
old None of the users worked for the same company, none of them were usability
experts and none of them had used a P2P backup system before All of the users
understood the meanming of “backing up your files” before coming to the study, however
only a few of them had used server-based online backup systems before We recruited
two dafferent groups of users novices and experts Experts were screened to be users
who had used P2P file sharing software and modified the maximum bandwidth limits
of their chient 1n the last 5 years We also ensured they had some 1dea about the
speeds of an average home broadband connection Novices were screened such that

they did not have technical jobs, were not sophisticated enough to set-up a wireless

14Gee [93] for the full study
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router by themselves, and had never adjusted the maximum bandwidth himits of a
P2P file sharing client

In this work we are particularly interested in evaluating the “advanced settings”
version of the Ul Thus, our true target group of users was in fact the experts group
However, we included the novice users to make sure we 1dentified all of the problems
of the UI or the system 1n general that might not be found when only testing expert
users We had 8 experts and 8 novices We ran one participant at a time with each
session lasting about 1 5 hours The users filled out a pre-study questionnaire (20
minutes), completed a series of interactive tasks using the UI (45 minutes), and then
completed another post-study survey (20 minutes) We ran the software on a single

3 GHZ Dell computer at full resolution using a 20” 1600x1200 Syncmaster display

2.7.2 Methodology

The purpose of the usability study was to evaluate how users understand the hid-
den market UI, which mental models are invoked and whether users can successfully
mteract with the market Note that during the study, the users interacted with the
real P2P backup client software that was connected via TCP to the P2P server appli-
cation and to 100 other simulated clhients We started the users off with two warm-up
tasks First, they had to perform one backup using the software Second, they had to
open the settings window and answer a series of questions regarding the information
they saw

Upon completion of the warm-up phase, we gave the study participants 11 tasks,

each consisting of a user scenario with hypothetical preferences, and a description
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of the goal setting for that user We chose tasks with varying complexity and we
also tested different mental models in different tasks For example, Scenario 1 was
the most simple one, asking the user to “change the settings such that you have
approximately 15 GB of free online backup space available ” In contrast, Scenario 11
was rather complex, asking the user to “imagine you are a user who likes to download
videos and store them on your computer for a while Assume that you need 20 GB of
your own hard disk space to store the videos, and obviously you need lots of download
bandwidth, but you do not care too much about upload bandwidth Please change
your settings so that you have approximately 25 GB of free online backup space
available while taking the other constraints into account ”

We asked the users to “think out loud” as they performed each task and we made
detailed observations during the tasks Using the 11 tasks, we tested four different

mental models, 1e, aspects of the user’s understanding of the market

1 Give & Take The users understand they must give some of their resources
(on the nght side) and get a proportional amount of online backup space
return (on the left sidde) This was tested using tasks 1 and 2 The test was

deemed successful 1f the users adjusted all settings correctly

2 Bundling The users understand the bundle constraints, 1 e , that they cannot
provide zero of any resource because only resource bundles have value This
was tested using tasks 3 and 4 The test was deemed successful if the users

adjusted all settings correctly

3 Prices The users understand that different resources can have different “prices”

at different points 1n time This was tested using tasks 7, 8, and 9 The test was
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deemed successful 1f the users adjusted the settings for task 9 correctly (tasks 7

and 8 gave them practice to learn the model and discover the pricing aspect)

4 Bundlhing (Learned) The users understand the bundle constraints after ex-
ploring the Ul for a while, 1 e, after a certain learnming period This was tested
using tasks 10 and 11 The test was deemed successful if the users adjusted all

settings correctly

Note that the tasks were set-up such that finding the correct setting by coincidence
was unhkely The correct setting was not a natural focal pont so that the user
researcher could easily decide whether the participant had truly understood the task
(and thus the nght mental model had been activated) or not Of course, the “think
out loud” method also helped determining the result of a test For example, when
testing the understanding of the bundle constraints, if a user saxd something hke “I
see, | obviously cannot give 5GB of space without giving any bandwidth, thus [ choose
to supply the minimum amount of bandwidth I have to give,” then this counted as
sufficient understanding of the bundle constraints The rare cases where a user had
comncidentally chosen the correct settings but did not display sufficient understanding

of the problem were also deemed to be failures in our experiment

2.7.3 Results

Table 2 7 3 summarizes the results from the usability study, evaluating whether
the 4 different mental models have been successfully activated or not It turns out
that the basic aspects of the Ul were understood by all users (1 Give & Take)

However, the first time the users faced a combinatonal task, e g, “mimmze your
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Table 22 Results from the Usability Study Number of Users Falling into Compre-
hension Categories

[Categor)i Mental Model |Experts | Nov1ces| Totaﬂ

1 Give & Take 8/8 8/8 | 16/16
2 Bundlng 4/8 5/8 | 9/16
3 Prices 5/8 2/8 7/16
4 Bundling (Learned) | 5/8 6/8 11/16

upload bandwidth while maintaining at least 15 GB of free online backup space”, only
9 out of 16 users completely understood the problem and found the optimal settings
The understanding of the bundle constraints of the market improved towards the end
of the study, showing that a certain learning effect had occurred In particular, 2 of the
users that had not understood the bundle constraints at the beginning, understood
them well at the end of the study, leading to 11/16 successful outcomes for “Bundhing
(Learned)”

The most difficult tasks for the users were certanly the ones testing their un-
derstanding of prices because this required three steps from them first, discovering
that different resources had different prices, second, understanding the implication
for their supply of resources, and then third, choosing the optimal supply settings
for themselves given current prices Only 7 out of 16 users successfully completed all
three steps, and thus were deemed to understand the pricing aspect

One mmmediate finding 1s that the performance of the users 1s uncorrelated with
the way we had segmented them into experts or novices 1n advance (see Table 2 7 3)
Thus, prior experience with P2P file sharing software did not seem matter Instead,
anecdotal evidence suggests that those users whose jobs or education involved some

mathematical modeling seemed to understand the concepts underlying the UI faster
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This makes sense, given that some of the tasks were relatively complex and required a
good, somewhat analytical understanding of the Ul However, a factor that 1s difficult
to measure but seemed to play an important role in this study 1s the users’ curiosity,
1 e, how much the users liked to play with the shders until they figured out how the
interface worked This aspect 1s particularly important for category 4, 1 e, the pricing
aspect The less curious users who did not explore the settings space as much as the
others were also the ones that did not discover the fact that different resources have
different prices, and consequently failed to solve the pricing tasks optimally

Upon completion of the interactive part of the study we asked the users about
their experience with the Ul Despite the fact that almost every user had difficulties
with at least one of the tasks, the user feedback was largely positive Most users
thought that the software made 1t easy to perform the tasks they were given (with
a 3 8 average on a 5-pomnt Likert scale, with 1=strongly disagree and 5=strongly
agree) and they indicated that they enjoyed using the UI (3 8 average on the same
5-pomnt Likert scale) Most users were pretty confident that they completed the tasks
successfully (with an average 4 0 on the same 5-point Likert scale) The users liked
the graphical/visual representation of the concepts mvolved Despite some difficulties
with solving the tasks, the users thought that the Ul was “clean, simple, mtuitive
and easy to use” All users liked the ease of using the bar chart to choose the
desired amount of free online backup space Furthermore, they liked that the Ul gave
iunmmediate feedback regarding the consequences of their choices The users primarily
dishked that 1t took them a while to understand the concept and logic behind the

shders
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From the pre-study questionnaire we have seen that for a large number of users,
P2P backup systems could be an attractive alternative to server-based systems How-
ever, this still leaves open the question how users perceive the trade-off between a
market-based system (that gives users more freedom in choosing different combi-
nations of supplied resources) vs a non-market-based system (that has a sumpler
UI) In the post-study questionnaire we asked the users twice to compare the two
options The first time we asked the question, we gave no additional imformation
beforehand But before asking them for the second time, we described a particu-
lar scenario highlighting the fact that the market-based system gives the users more
freedom 1n choosing the supphed resources The results were that, when asked for
the first time, the users already slightly preferred the market-based system (3 3 on a
5-pomnt Likert scale, with 1=defimitely prefer the ssmpler UT and 5=definitely prefer
the complex UI) After describing the hypothetical scenario where the non-market-
based system would lead to a degraded user experience, the average score rose to 4 0
We interpret these results as follows a prior1, some users do not see the advantage
of a market-based system However, after understanding the possible limitations of
the non-market-based system, they realhize the benefit of the increased freedom in
choosing what to supply, and they value this benefit higher than the disutihity from

the additional complexity of the UI

2.8 Summary

In this chapter, we have presented the design and analysis of a novel resource

exchange market underlying a P2P backup application We have also used the P2P
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backup market as a first case study of a new market design paradigm which we call
hidden market design 'We propose hidden markets for the design of electronic systems
in domains with many non-experts users and where markets might be unnatural To
successfully hide the market complexities from the users 1n our system, new techmques
at the mtersection of market design and user interface design were necessary At all
times, for the model formulation and the theoretical analysis, our focus was on the
actual implemented P2P backup system, which we have successfully tested in alpha
version

In contrast to existing P2P backup systems, our design gives users the freedom to
supply different ratios of resources This introduces the problem that without properly
motivating the users to supply those resources that are currently scarce, the system
might not have enough supply to satisfy demand, which motivates the use of a P2P
resource market While existing work on P2P data economies has generally designed
markets that balance supply and demand i equilibrium, our market 1s designed
to work well, even out of equilibrium The users are not required to continuously
update their supply and demand Instead, we provide a hidden market UI that
lets them choose bounds on their maximum supply in return for being allowed to
consume a certain maximum amount of backup services The UI completely hides
the users’ account balances and payments, and only indirectly exposes the current
market prices A key contribution 1s the new shder control that we developed which
we use to display the bundles constraints to the users in an indirect way The shders
also ensure that the users can only choose supply settings that satisfy certain resource

ratio constraints, which allows us to provide the users a linear interaction with the
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system

To maximize the safety of the system out of equilibrium, we have declared as
our target to maximze the overall size of the buffer betwecen current demand and
maximum supply We have introduced the buffer equilibrium concept and shown that,
under certain assumptions, the size of the buffer 1s maximal 1n the buffer equilibrium
The economic analysis of the market required the introduction of composite resources
on the supply side, and the careful study of the system’s production technology, to
convert the market into a pure exchange economy In this model, we have proved that
a buffer equilibrium 1s always guaranteed to exist This result also holds if a certain
percentage of the user population 1s price-insensitive or even adversarial However,
we have shown that the more freedom we give users in choosing their supply settings,
the less robust the system becomes against adversarial attacks We have explained
how the theoretical equilibrium analysis actually has an important market design
immphication The theorem regarding adversarial users provides the market designer
with a concrete formula how large the system’s slack factor can be, given a certain
belief about the maximal percentage of adversarial users in the population

To prove umqueness of the buffer equilibrium, we needed two additional assump-
tions that are very reasonable in our domain We have explained why it makes sense
to assume that services are perfect complements, and how that affects even the sup-
ply of resources via the flow constramnts By making a relatively weak assumption
regarding how the relative supply of resources changes upon price changes, we were
able to prove uniqueness of the buffer equhbrium An mteresting corollary of the

uniqueness result was that the market operator has limited control over the size of
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the buffer via price updates alone However, we have shown how changes to the Ul
design can resolve this problem by enforcing certain demand-side buffers in the UT,
the market operator can ensure any desired supply-side buffer We have proposed a
price update algorithm that only requires daily aggregate supply and demand infor-
mation, and proved that i1t converges linearly to the buffer equilibrium, given that
mitial prices are chosen close enough to equilibrium prices

To evaluate the hidden market Ul, we have performed a formative usability study
of our system Our mam goal was to determine whether the Ul activates the right
mental model, and whether the users can successfully interact with the hidden market
Overall, the results were encouraging and show promise for the hidden market design
paradigm Most users intuitively understood the give & take principle as well as
the bundle constraints of the market It was particularly positive to see that even
after the users had used he system for 45 minutes, they had not realized they were
interacting with a market-based system, yet were able to complete most of the tasks
successfully This shows that we have successfully hidden the market The pricing
aspect, however, was difficult for some users, 1e, they either never learned that
diffcrent resources have different values (prices) 1 the systeni, or they were unable to
exploit this insight properly We are currently investigating new user interfaces that
still hude the market from the users, but provide them with slightly more information
and guidance regarding the pricing aspect

In ongoing work we are also analyzing different ways to monetize the P2P market
platform There 1s an easy and elegant way to generate revenue while still runmng

the market using a virtual currency the market operator can charge a small tax on
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each virtual currency transaction and use the surplus to sell backup services on a
secondary market for real money More specifically, the P2P users would not have
to be mvolved 1n any real-money transactions and the customers from the secondary
market would buy backup services like they would from a centralized data center If
real monetary transaction are made possible and deemed desirable in the P2P system
itself, then we can also open the whole market for real monetary payments On the
one side, users will then be able to pay for their consumption of services by either
providing their own resources or by paying with real money, and on the other side,
users will then also be able to earn real money by supplying their resources With
this design, the market operator could generate revenue by charging a tax on each
virtual currency transaction and by charging a tax on each real-money transaction
Remember that for the P2P backup system we described in this chapter, 1t was
essential that 1ts market and 1ts Ul were designed 1n concert Successfully hiding the
market complexities from the user was partly a result of certain UI design elements,
and partly a result of the design of the underlying market Thus, a key finding from
this research project was the understanding of the important connection between the
economic market design and the user interface However, here we only studied one
particular user interface for this market and showed that 1t 1s usable for real human
users In the next chapter, we take this a step further, performing a principled study
of the market user interface design space We study the effect of different Ul designs

on user’s decision making performance and the market’s efficiency



Chapter 3

Market User Interface Design

3.1 Introduction!

Electronic markets are becoming more and more pervasive but a remaining re-
search challenge 1s to develop user interfaces (Uls) to promote effective outcomes for
users This can be quite a challenge given himited user attention and exacerbated
by markets that can easily present users with a large number of choices Indeed,
recent research has shown that having more choices does not always lead to better
outcomes For example, more choices in employees’ 401(k) plans can lead to fewer
participation and thus significant losses 1n savings [46] Overall, 401(k) plan design
has a huge 1mpact on employer savings behavior [17] Or consider the now-famous
“jam experiment” where Iyengar and Lepper [47] have shown that customers are

happier with the choices they make when offered 6 different flavors of jam compared

!The material presented 1n this chapter 1s based on collaborations with David C Parkes, Eric
Horvitz, Kamal Jain, Mary Czerwinski, and Desney Tan
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to 24 different flavors of jam Schwartz [91] 1dentifies a series of reasons why more
choices can lead to decreased satisfaction, including regret, missed opportunities, the
curse of high expectations, and self blame Sarver [90] derives a formal model of regret
anticipation for situations where agents select an alternative from a menu of choices
While emotional processes in human decision-making are certainly important, in this
chapter we are not concerned about the cause of behavior but focus on modeling the
effect of different user mterfaces on users’ decision-making performance

Traditional economic models assume all agents to be perfectly rational, with un-
hmited time to make a decision and unbounded computational resources for dehber-
ation In reality, however, humans have cognmtive costs, bounded time for decision
making (because of opportunity costs) and bounded computational resources We
explicitly take these behavioral considerations into account, with the goal to design
market user interfaces that make the decision-making task easier for the users and
lead to better outcomes Our approach is very much mn line with the “choice architec-
ture” 1dea put forwarded by Thaler et al [100] In thewr language, we are designing
“choice architectures for electronic markets ”

So far, the market design hiterature has largely ignored the intersection of market
design and user interface design However, we argue that this intersection 1s partic-
ularly important for at least four reasons First, the Ul 1s the first point of contact
for a user interacting with a new market Second, the choice of the Ul constrains
the design space for the market designer Third, the Ul defines how, and how well,
users can express thewr preferences And fourth, the complexity of the Ul defines the

cognitive load imposed on the user while interacting with the market Thus, when
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designing an electronic market populated by end users, 1t 1s important to design the

market and the user interface in concert, to jointly optimize along both dimensions

3.1.1 Overview of Results

We propose a new research agenda on “market user interfaces’ and present a
principled study of the design space A market Ul can best be defined via two
questions first, what information 1s displayed to the user? Second, what choices/how
many choices are offered to the user? The research question we want to answer 1s
what 1s the optimal market user interface given that users have cognitive costs? In
evaluating the effectiveness of a market user iterface we consider the ability of the
market to efficiently allocate resources given user behavior

We focus on the challenges in market user interface design for allocating 3G band-
width, the demand for which 1s projected to continue to grow exponentially over the
next few years [79] In particular, we present the results of a systematic, empirical
exploration of the effect that different UI design levers have on user’s performance n
economic decision making The experumental set-up considers a user with uncertainty
about future value for resource allocation, an mter-temporal budget constraint, and
a user mterface that offers some number of choices of bandwidth m any given period,
each for a particular price Formally, the decision problem facing a user 1s modeled as
a Markov Decision Process (MDP), the solution to which provides the gold standard
agamnst which we compare user behavior

We first explore parts of the design space manually, by experimenting with varying

the number of choices offered to users, and considering the effect of offering fixed vs
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dynamically changing prices These results offer general msight, we think for the first
time 1n such detail, into how well humans can determine optimal policies in MDPs
under time pressure Our findings indicate that users are surprisimgly good at coming
up with good decision polices for the sequential optimization problem We show that
their actions exhibit a high degree of rationality in the sense of being highly correlated
with the Q-values of the game However, we also show how various behavioral factors
influence the users’ decision making process Some effects are particularly strong,
including loss aversion which raises concerns about users general tendency, at least
in some situations, to take short-term winnings ignoring potential long-term losses
In a second step, we then use computation to automate the market Ul optimization
process Based on the results from the first experiment, we train a behavioral user
model In particular, we adopt a maximum-hkelihood fit to a quantal best-response
user model [108], which 1s a well-studied model of behavioral decision making The
model 1s a single-parameter, soft-max model, allowing for a range of behavior from
random to best-response, where the true utility for each choice 1s induced as the so-
lution to the MDP model of the user problem Based on this maximum lhkehhood
fit, we then feed this user model mto an optirzation algorithm, which 1s used to
1dentify the optimal market UI given the learned behavioral model A second ex-
periment evaluates the effect of the re-optimization algorithm Here we find that
the re-optimzation increased the user’s probability of selecting the optimal choice
However, the data suggests that the re-optimization algorithm took away too much
value, 1n particular for the more rational users, while no statistically sigmificant effect

was observed for the less rational users
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3.1.2 Related work

Prior research has 1dentified a series of behavioral effects 1n users’ decision making
Buscher et al [11] show that the amount of wsual attention users spend on different
parts of a web page sigmificantly depends on the task type and the quality of the
information provided Dumais et al [24] show that these “gaze patterns” differ sig-
nmificantly from user to user, suggesting that different user interfaces may be optimal
for different groups of users In a study of the cognitive costs associated with decision
making, Chabris et al [13] show that users allocate time for a decision-making task
according to cost-benefit principles Thus, time 1s generally costly, and consequently
more complex Uls put additional costs on users

Horvitz and Barry [43] present a methodology for the optimal design of human-
computer nterfaces for time-critical apphications in non-market-based domains They
introduce the concept of expected value of revealed information, trading-off the costs
of cogmtive burden with the benefits of added information Johnson et al [49] show
that the way information 1s displayed, in particular probability values (fractional vs
decimal), has an mmpact on user decision making and their information processing
strategies The authors briefly discuss the implications of theiwr findings for the design
of information displays

In our own previous work [95], we have introduced the goal of designing simple
and easy-to-use imterfaces for electronic markets, 1 particular for domains where users
repeatedly make decisions of small individual value In Seuken et al [93], we present
one detailed case-study of a novel market user interface for a P2P backup market

We demonstrate that 1t 1s possible to hide many of the market’s complexities, while
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maintaining a market’s efficiency However, there we did not study the effect of
changing aspects of a Ul on a user’s decision-making performance, which 1s the focus
of this chapter

The work most closely related to ours 1s SUPPLE, introduced by Gajos et al [37],
who present a system that can automatically generate user interfaces that are adapted
to a person’s devices, tasks, preferences, and abilities They formulate the Ul genera-
tion as a computational optimization problem, and find that automatically-generated
Uls can lead to significantly better performance compared to manufacturer’s defaults
While their approach 1s very much in line with our long-term goal of “automatic Ul
optimization”, they optimize their interfaces for accuracy, speed of use, and user’s
subjective preferences for Ul layouts In contrast, we optimize for decision quality
in market-based environments where users are dealing with values, prices, and bud-
gets We build a parameterized behavioral model of users while they build a model
of users’ pomting and dragging performance A significant part of this chapter 1s
about determining which behavioral factors are most important for the effectiveness

of decision-making 1n a market-based environment

3.1.3 Outline

The remainder of the chapter 1s structured as follows In the next section we
describe the design of the market game that is the basis of our experiment After
motivating the domain of bandwidth allocation for smartphones, we describe the im-
plementation of the market game in detall We describe how the game can be modeled

as a Markov Decision Process, and how the quantal-response model can be used as a
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behavioral model that predicts user play in this domain In Section 3 3 we describe
the experiment design This includes a discussion of the four different design levers,
the time limits we imposed, the selection of the subject pool and the experimental
set-up, as well as a detailed description of the different treatment variations across
users In Section 3 4 we present the results of our statistical data analysis We first
present the results based on analyzing users’ decisions in mdividual rounds, which al-
lows us to study which factors are most predictive for whether users find the optimal
choice or not Then we move on to the analysis of whole games, studying the effect of

the four different design levers on users’ Realized Efficiency We conclude 1n Section

35

3.2 Game Design: Bandwidth Allocation over Time

3.2.1 Setting: A 3G Bandwidth Market

We situate the experiment in the smartphone domain to give our participants
some context for the game they are playing Consider the 3G bandwidth needed to
access the Internet on a smartphone Current research predicts that the demand for
3G bandwidth will continue to grow exponentially over the next few years and that 1t
will be infeasible for the network operators to update their infrastructure fast enough
to satisfy future demands [79] Another sign that 3G bandwidth 1s getting scarce 1s
that network providers like AT&T are begimning to drop their unhimited data plans
The common approach for addressing the problem of bandwidth demand temporarily

exceeding supply 1s to slow down every user 1n the network and to impose data usage
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Figure 31 Mockup of the Bandwidth Market Ul

constrants via fixed upper linuts (e g , 200MB per month for one of AT&T’s current
data plans) Obwiously, this introduces large economic nefficiencies, because different
users have different values for high speed vs low speed Internet access at different
pomnts i time The current approach simply ignores this

Imagine a market-based solution to the 3G bandwidth problem The main premse
1s that users sometimes do tasks of high importance (e g , send an email attachment to
their boss) and sometimes of low importance (e g , update their Facebook status) If
we assume that users are willing to accept low performance now for high performance
later, then we can optimize the allocation of bandwidth use by shifting excess demand
to times of excess supply Of course 1t 1s not possible that every user gets high-speed
Internet access all of the time Instead, the users’ choices must be hmited somehow

One possibility to achieve this 1s by giving each user a fixed amount of virtual currency,
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assuming users pay a fixed $-amount for their data plans

Consider Figure 3 1 which shows a mock-up application for a 3G bandwidth mar-
ket Let’s assume that at the beginning of the month, each users gets 50 points, or
tokens As long as there 1s more supply than demand, a user doesn’t need to spend
his tokens However, when there 1s excess demand and the user wants to access the
Internet, then the screen as shown in Figure 3 1 pops up, requiring the user to make
a choice Each speed level has a different price (in tokens) For now, we assume that
when a user runs out of tokens, he gets the lowest possible service quality (which
could mean no access or some very slow connection) Note that we do not concern
ourselves with the economics of this market, nor with the question as to whether users
should be allowed to pay money to buy more tokens or not Our goal 1s not to put
forward this particular market design as the best solution for this domain Instead,
we merely use this hypothetical market application as a motivating domain for our
experimental study

This domain 1s particularly suitable to studying market Uls because we can easily
change many parameters of the Ul, including the number of choices, whether prices
stay fixed or keep changing, and the particular composition of the choice set In our
lab experiment we studied the effect of changing various design parameters on how

well users were able to make good decisions

3.2.2 Game Design

Figure 3 2 shows a screenshot of the market game that we designed, mirroring the

mockup of the market application from Figure 3 1 Each game has exactly 6 rounds
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Tune Rounds Left Tokens Score
Ssf7s 416 12/30 s$03

Task Category
Mediom Importance

Speed 300 KBS
Waluec 30 1
Frce B Tokens

Speed 100 KBis
Walue -381
Price: 2 Tokens

Speed QKB
Yalue: - 810
Price: § Tokeans

Figure 3 2 Screenshot of the market game used 1n the experiment

At the beginning of a game, a user always has 30 tokens available to spend over the
course of the 6 rounds In each round, the user has to select one of the choices Each
choice (1€, a button in Figure 3 2) has three lines the first line shows the speed of
that choice in KB/s The second line shows the value of that choice in § The value
represents the $ amount that 1s added to a user’s score when that choice 1s selected
The third line shows the price of that choice in tokens When the user selects a
particular choice, the corresponding number of tokens 1s subtracted from his current
budget Now let’s look at the top of the application On the far right, 1t shows the
user’s score 1 the current game After every choice the user makes, the corresponding
value of that choice 1s added to this score which ultimately determines the final game
score after the 6th round

Next to the score 1s a label displaying the user’s current budget, which always
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starts at 30 in round 1 and then goes down towards Q as the user spends tokens As
a user’s budget decreases during a game, those choices that have a price higher than
the user’s current budget become unavailable and are greyed out (as 1s the case for
the top choice in Figure 3 2) To the left of the user’s budget the game shows the
number of rounds that are left until the game 1s over Finally, at the very left of
the window, we show the user how much time he has left to make a decision 1n this
particular round (e g , 1n Figure 3 2 the user still has 5 seconds left to make a decision
mn the current round)

Between the information panel at the top and the first choice button 1s the game’s
task category label In every round, the user can be in one of three task categories
1) mgh importance, 2) medum importance, and 3) low importance (note that this
corresponds to the original premmse that users are doing tasks of different importance
at different points in time) Every round, one of these three categories 1s chosen
randomly with probability 1/3 The task category determines the distribution of the
values for the four choices that the user can expect to see in this round Table 3 2 2
shows an overview of the values the user can expect in the three categones for a game
with 4 choices 2 As one would expect, selecting the higher speed choices 1n the “high
importance” category gives the user very high value, while choosing low speeds 1n
the high importance category leads to a severe penalty Compare that to the “low
mmportance” category, where the user can earn less value for selecting high speeds,

but 1s also penalized less for selecting the lowest speed

2Note that the values shown in Table 3 2 2 are only the averages of the values the user can expect
to see Each valuation 1s perturbed upwards or downwards with probability 1/3 each, to mntroduce
additional stochasticity in the game, and avoid that the users can memorize a fixed set of values for
each task category
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Table 31 The Values in the 3 different Task Categories

L || High Imp | Medium Imp | Low Imp |
900 KB/s $17 $11 $04
300 KB/s $05 $0 2 -$02
100 KB/s -$0 3 -803 -$05

0 KB/s -$1 -$09 -808

The user’s problem when playing the game 1s to allocate the budget of 30 tokens
optimally over 6 rounds, not knowing which categories with which exact values will
come up 1 future rounds In some of our experiments, we randomly vary the prices
charged for each of the choices from round to round Thus, the user may also have
uncertainty about which price level (out of 3 possible price levels) he will be facing
next This problem constitutes a sequential decision making problem under uncer-
tainty Note that to play the game optimally, the user only needs to know the values
and the prices of each choice, but not the speeds However, we use the first line on
each button to display the speed of that choice to provide each choice with a natural

label and to give the Ul a little more structure

3.2.3 MDP Formulation and Q-Values

Each game can formally be described as a fimite-horizon Markov Decision Problem

(MDP) without discounting

e State Space CurrentRound x CurrentBudget x CurrentCategory x Current-

Value Varation x CurrentPriceLevel
e Actions FEach choice affordable in the current round

¢ Reward Function The value of each choice
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o State Tramsition The vanables CurrentRound, CurrentBudget, and Cur-
rentScore transition deterministically given the selected choice, the other van-
ables CurrentCategory, CurrentValueVariation and CurrentPriceLevel transi-

tion stochastically

With six choices and changing prices, the resulting MDP has approximately
1,180,000 states (Currentround is between 1 and 6, CurrentBudget varies between
30 and 0, CurrentCategory varies between 1 and 3, CurrentValue Variation varies be-
tween 1 and 3%, denoting for every choice whether the value 1s perturbed upwards,
downwards, or at the normal level, and CurrentPriceLevel varies between 1 and 3
In each state there are at most 6 actions possible, thus leading to approximately 7
mullion state-action pairs Using dynamic programming, we can solve games of this
size relatively quickly (in less than 20 seconds) Thus, we can compute the optimal
policy, 1 e, we know exactly, for each possible situation that can arise, which choice
1s currently best according to the optimal MDP-policy Note that this policy 1s, of
course, computed assuming that the future states are not known, only the transition

probabilities as described above are known

Solving for the optimal MDP-policy involves the computation of the Q-values for
each state-action pair For every state s and action a, the Q-value Q(s, a) denotes the
expected value for taking action a n state s, and following the optimal MDP-policy
for every subsequent round Thus, the optimal action in each state 1s the action with
the highest Q-value, and by comparing the differences between the Q-values of two
actions, we have a measure of how much “worse 1n expectation” an action 1s compared

to the optimal action We use this concept repeatedly in the analysis section
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3.2.4 The Quantal-Response Model

A well-known theory from behavioral economics asserts that agents are more likely
to take an action the higher 1ts value, or equivalently, users are more likely to make
errors the smaller the cost for making that error This can be modeled formally with
the quantal-response model [66] which predicts the lhikelihood that a user chooses

action a, to be
e/\ Q(az)

P(a,) = —Z;:g o Q(a;)

31)

where Q)(a,) denotes the Q-value of action a, In this model, the parameter X 1s
a precision parameter, idicating how sensitive users are to differences between the
Q-values A ) value equal to zero corresponds to random action selection, and A = oo
corresponds to perfectly-rational action selection, 1e, always choosing the optimal
action Based on experimental results, one can compute a maximum-lkelithood pa-
rameter A that best fits the data Equpped with such a A this provides us with a
user model which we can use to optiumize the Ul for behavioral play (see Wright and

Leyton-Brown [108] for a comparison of behavioral models)

3.3 Experiment Design

In this section we describe in detail the experiment design Most importantly,
this mcludes a detailed description of the 4 Ul design levers that we studied We
then discuss the details of the different treatment varnations, our subject pool, and

the exact experimental set-up and payment structure
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3.3.1 The Four Design Levers

In general, a market UI designer has sigmficant freedom i desigmng both the
user interface and aspects of a market for an application Consider again Figure 3 2,
where we display a screenshot of one particular version of the game In our domain,
the design space mcludes 1) how many choices do we offer the user 2) what 1s the
3G speed of each choice 1n each situation, and 3) what 1s the price of each choice 1n
each situation The only thing we cannot reasonably control as a market Ul designer
1s the value a user has for a choice, because that depends on a user’s intrinsic value
for speed 1n a particular moment In our experimental study, we explore this design

space as completely as possible and study the following four design levers

1 Number of Choices This design lever describes how many choices (1 e, the

number of buttons) were available to the users (3, 4, 5, or 6)

2 Fixed vs Changing Prices In the fized price treatment, the same choice
always costs the same number of tokens (2 tokens per 100KB/s) In the changing
price treatment, one of three price levels 1s chosen randomly with probability
1/3, where the price per 100 KB/s 1s either 1 token, 2 tokens, or 3 tokens (thus,

500KB/s cost either 5 tokens, 10 tokens, or 15 tokens)

3 Fixed vs Adaptive Choice Sets In the fized choice set treatment, the users
always had the same set of choices available to them n every round (e g , always
0 KB/s, 100 KB/s, 300 KB/s, and 900KB/s) In the adaptwe chouce set treat-
ment, the choices available to the users varied from round to round, depending

on the current category (e g , 1n the ligh category, more lgh speed choices were
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available, 1n the low category, more low speed choices were available)

4 Ul Optimization This design lever describes which method 1s used to deter-
mine the composition of the choice sets (1e, which speed levels are available
to the user) In the optimuzed for optumal play treatment, the choice sets are
optimized (to maximize the expected score per game) based on the MDP model
and assuming optimal play In the optimized for sub-optimal play treatment,
the choice sets are optimized assuming behavioral play where actions are chosen

according to the quantal-response model

3.3.2 Game Complexity and Time Limits

To study the effect of the UI design on a user’s ability to make good economic
decisions, we need a decision problem with a suitable complexity If the problem s
too easy or too hard, then changes to the Ul would hikely have no effect To create a
decision problem with just a few choices that 1s not too easy to solve, we put a fixed
time limit on the users’ decision, because prior research has shown that users make
worse decisions when under time pressure (see, e g, [36]) With an unhimited amount
of time, 1t shouldn’t make a difference whether the user was facing three or six choices
in each round However, under time pressure, coming up with a good strategy might
be much harder i a more complex Ul than in a simple UI We used two different
time treatments for each user the first treatment was a fixed time limit per round
of 12 seconds If a user doesn’t make a choice within 12 seconds, the lowest choice
(with OKB/s for 0 tokens) 1s chosen and the game transitions to the next round The

time resets in every round The second time treatment gave the user 7 seconds per
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round In both of these ezogenous time limit treatments, the game started beeping
three seconds before the end of a round to remind the user that the he has to make
a decision soon Note that letting the time run out generally led to the selection of a
very bad choice because the lowest choice was rarely a good choice, and always came
with a very negative value

When designing the game, we went through an iterative design process, testing
various versions of the game with a group of research interns, until we found the final
version of the game as described above We kept adding more and more stochastic
transitions to the game until we could not find any simple heurnistic for playing the
game well We calibrated the game (1e, the size of the budget, the nominal values
of the choices, the prices, the number of rounds) i such a way that random play has
a highly negative expected score, but that optimal play leads to a score around $1
on average Thus, to play the game well and achieve positive scores, the users had to
exert significant cognitive effort and properly take the multi-step stochastic nature of
the game 1nto account

The 7-second and the 12-second time himits were also chosen carefully In a series
of pre-tests we found that for some users, having less than 7 seconds put them under
too much time pressure such that they were essentially unable to play the game
Having between 7 seconds and 12 seconds put most of the users under enough time
pressure such that 1t was difficult for them to find the optimal choice, but still gave
them enough time such that they could process most of the information available to

them
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3.3.3 Methodology and Experimental Set-up

We recruited 53 participants (27 males, 26 females) from the Seattle area with
non-technical jobs All participants had at least a Bachelors degree and we excluded
participants who majored i computer science, economics, statistics, math or physics
They were fluent English speakers, had normal (20/20) or corrected-to-normal vision,
and were all nght-handed All of them used a computer for at least 5 hours per week
The median age of our participants was 39, ranging from 22 to 54 None of the
participants worked for the same company, but all of them had some famiharity with
smartphone interfaces We ran one participant at a time with each session lasting
about 15 hours The users filled out a pre-study questionnaire (5 minutes), went
through a training session where the researcher first explamned all the details of the
game and then gave the participants the opportumty to play 12 traming games (20
minutes), participated n the experiment (55 minutes) and then completed a post-
study survey (10 minutes) We ran the software on a single 3 GHZ Dell computer at
full screen resolution The participants were compensated for their participation in
the study 1n two ways First, they received a software gratuity that was independent
of their performance (users could choose one 1tem from a hst of Microsoft software
products) Second, they received an Amazon gift card via email with an amount equal
to the total score they had achieved over the course of all games they had played The
expected score for a random game, assuming perfect play, was around $1 After each
game, we show the user his score from the last game and the accumulated score over

all games played so far 3 The final giftcard amounts of the 53 users varied between

3Note that we had originally 56 participants m our study, but we had to exclude 3 participants
from the first experiment (2 males, 1 female) because they did not understand the game well enough
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Table 32 Design of Experiment 1 FEach participant played 32 games The de-
sign lever Number of Chowces was a within-subject factor, the design lever Fized vs
Changing Prices was a between-subjects factor

[ Number Of Choices || 12-second game | 7-second game |

3 4 X 4 x
4 4 x 4 x
5 4 % 4 x
6 4 x 4 x

$4 60 and $43 70, with a median amount of $24 90

3.3.4 Treatments

The study was sphit into two separate experiments In Experiment 1 we had 35
out of the 53 participants, and we tested the design levers Number of Choices and
Fized vs Changing Prices Number of Choices was a within-subject factor, and Fized
vs Changing Prices was a between-subject factor We had 18 participants who only
played games with fixed prices, and 17 who only played games with changing prices
Table 3 2 depicts the experiment design for each individual user For each treatment,
each user played four games with the 12-second time limit and four games with the
7-second time hmit ¢ We randomized the order 1n which the users played the games
with 3, 4, 5, or 6 choices For each of those treatments, every user started with
the four 12-second games and then played the four 7-second games Thus, every
participant played 32 games with 6 rounds each, which gives us a data set with a

total of 1,120 games or 6,720 rounds from Experiment 1

and achieved a negative overall score

4Each user also played another game for each treatment with an overall time limit of 4 mmnutes
The analysis of those endogenous time games 1s still underway
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Table 33 Design of Experiment 2 Every participant played 32 games Both de-
sign levers Fized vs Adaptive Choice Sets and UI Optimazation were within-subject
factors

LTreament ” 12-second game | 7-second gamﬂ
Fixed-Choice-Sets & 4 % 4 x
Optimized-For-Opt
Adaptive-Choice-Sets & 4 % 4 %
Optimized-For-Opt
Fixed-Choice-Sets & 4% 4 %
Optimized-For-SubOpt
Adaptive-Choice-Sets & 4% 4 x
Optimized-For-Sub-Opt

In Experiment 2 we had 18 participants and we tested the design levers Fized vs
Adaptwe Choice Sets and UI Optimazation, and both were within-subjects factors
See Table 3 3 for a depiction of the experiment design for each individual participant
We randomized the order of the 4 different treatments As before, for every treatment,
every user played 4 12-second games and 4 7-second games Every participant played
32 games with 6 rounds each which gives us a data set with 576 games or 3456
rounds Thus, from both experiments together, we obtained more than 10,000 data
poimnts, where each data point corresponds to a decision that a participant made 1n

one particular game situation

3.4 Analysis and Results

In this section we present a detailed statistical analysis of the experumental data

obtained from both experiments
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3.4.1 Choice of Regression Models

Using multiple (repeated) measurements from individual users violates the inde-
pendence assumption of standard (OLS or logistic) regression models, because mul-
tiple measurements from the same user are not independent from each other That
1s why for all of the statistical analysis of the data we use Generalized Estimating
Fquations (GEE), an extension of generalized linear models [70] that allows for the
analysis of repeated measures or otherwise correlated observations When analyzing
binary decisions (e g, did the user make the optimal choice) we use the logit link
function and the binomial distribution (as in logistic regression) When analyzing
scale variables like value loss, effictency or deciston tume, we use the identity hink
function and the Normal distribution (as in linear regression)

To compare the goodness of fit of different models, GEE provides the QIC and
QICC mformation criteria [70] which are based on a generahzation of the likelihood
(comparable to R? m OLS regressions, however, here smaller values denote a better
fit) We use the QIC value to choose between different correlation structures, and
the QICC value to choose between different models (1€, sets of model terms) We
tested a series of correlation structures, including compound symmetry and unstruc-
tured However, assuming independence led to the smallest QIC values, indicating
the best fit Thus, we always report the results using generalized estimating equa-
tions that assume independence Note that GEE has the nice property that even
if the correlation structure 1s msspecified, the coefficient estimates are still consis-
tent (but may have larger standard errors), which makes using GEE particularly

attractive With the independence assumption, GEE can be seen as an extension of
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(logistic/linear) regression methods for clustered data Note that there 1s no widely
accepted defimtion of standardized coefficients for a logistic regression model Thus,
when reporting regression results using the logit hink function, we only report the
non-standardized coefficient estimates B and the corresponding odds ratios Fzp(B)
Thus, when interpreting the results, we always have to take the standard deviation of
the corresponding predictor into account When reporting results using the identity
link function (linear regression), we also report the standardized coefficients

In analyzing the data, our general goal 1s to understand which factors influence
whether users make good or bad choices There are two ways we can look at the
data First, we can look at the results of the games, measure the average efficiency
that users achieved per game, and compare how efficiency differed under different
treatments Second, we can look at the individual rounds of each game, and measure
whether users chose the optimal action or not, and which factors influenced their
performance Analyzing the individual rounds gives us a more detailed look at what
actually happened, because we can take factors into account that change every round,
like the Q-value differences, number of choices left, position of the optimal choice,
value of the optimal choice, budget, time, etc Thus, we begin our analysis by taking
a very close look at the individual rounds, before moving on to the analysis of the
games

The actions available to a user in each round have an inherent order based on their
Q-values, and we can rank them from best to worst Thus, in the most general model,
the dependent variable of the regression model would be the rank of the chosen action

Ordered logistic regression 1s a sumitable regression model for this case However, this
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model can only be used when the proportional odds assumption 1s satisfied, which says
that the relationship between all pairs of outcome groups (1 e , values of the dependent
ordinal variable) 1s the same This assumption 1s clearly violated in our domain For
example, 1t makes sense that the Q-value difference between the best and second best
action 1s very predictive for whether a user chooses the best or second best action, but
1t 1sn’t for whether the user chooses the second best or third best action There 1s a
generalization of the ordered logistic regression model called the generalized ordered
logit model, but this essentially builds a separate model for each pair of outcomes,
which makes interpreting the results very difficult However, we are mainly interested
in understanding when the user 1s able to find the optimal choice Furthermore, the
best and second best choices make up the majority of outcomes (ranging from 70% for
the game with 6 choices, to 98% for the game with 3 choices) Thus, we simplfy the
analysis of the round-based data, and study the binary dependent variable OptChouce,

which 1s 1 if the user chicked on the optimal choice, and 0 otherwise

3.4.2 Behavioral Results

Data Selection From both experiments together, we obtaned 10,176 data points
Because we tested four different design levers, there 1s a lot of varnance in the data
For this first analysis, to most cleanly identify the behavioral factors unrelated to the
four design levers, we only consider the data poimnts from Experiment 1 with fixed
prices, which leaves us with 3,456 data points We exclude all cases with timeStep=6
because 1n the last round of a game, the optimal choice 1s always the highest-ranked

choice still available, and thus the decision problem 1s trivial This leaves us with



Chapter 3 Market User Interface Design 125

2,880 data pomnts Furthermore, we exclude 17 cases where only one or two choices
were left, which leaves us with 2,863 data pomnts ® A numerical rounding error n
the software lead to a few cases where the values on the available choices were in
the wrong order Excluding those cases leaves us with 2,786 data pomnts Lastly, we
exclude another 30 cases where a user let the timer run out (and thus the bottom-
choice was automatically selected), which leaves us with a total of 2,756 cases (1 e,
rounds) Note that we consider games with a 7-second and with a 12-second time
limit, because we could not find a statically sigmificant effect of the time hinut on
decision performance

Table 34 GEE for dependent variable OptChoice Standard errors are given in

parentheses under the coefficients The individual coeflicient 1s statistically significant
at the *10% level, the **5% level, the ***1% level, and at the ****0 1% level N=2756

Factors (1) (2) (3)
B | Exp(B) B | Exp(B) B | Exp(B)
Intercept 14 1408) (0 1593) (0 1657)
0 150**** 1 162**** 0 161**** 1 175**** 0 151**** 1 163****
Lambda " 150) (0 0197) (0 0176)
QualueDif 5 868 | 353 T13FFF¥ | § RRAFFHF | 350 392FFF
vatuet (0 4353) (0 4358)
fornale? 0130% | 0878*
(0 0716)
[Fit (QICC)]  (3771953) |  (3580063360) | (3588483) |

The Quantal Response Model As a first step, we test whether the quantal

response model 1s a good model for user behavior 1n our experiment, and whether the

SWith one choice left, there was nothing for the user to decide (and we only had 7 data pomts
withe one choice left) Having only 2 choices left was also a very unusual decision situation, usually
towards the end of a game when a user was running out of budget, or when he has previously made
a mistake For the data set we consider here, we only had 10 data points where 2 choices were left
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individual users exhibit significant differences in their play We compute a separate
maximum-likelihood parameter A, for each user 2 in the data set This parameter
can be seen as measuring how “rational” a user’s play was It turns out that the
users exlbited large differences, with a mimmum A of 3 9, a maximum of 9 0, and
a median of 6 8 In this subset of the data, this translated to payments between
$4 60 and $34 00, and the correlation between A and the final payment was 0 68,
1e, very high Now consider Table 3 4 which presents the results from fitting GEE
with OptChoice as the dependent variable In column (1), we see that the parameter
lambda has a statistically significant effect on the user’s likelihood for choosing the
optimal choice Looking at the odds ratio (Exp(B)), we see that the odds of choosing
the optimal choice are 16% higher for a user with A\ = z compared to a user with
A=z —1 As we add more factors to the regression, we will see that this effect 1s
very robust and remains statistically sigmificant Thus, we always control for lambda

as a way to control for a user’s individual “rationality”

Q-Value Dafferences Note that the A-parameters are measures across all time
steps and for all different game situations Thus, they are a very general measure of
a user’s degree of rationality We now look more directly at the effect of the Q-values
for each individual action by adding the factor QualueDsff, the difference between
the Q-values of the best and second-best action to the regression In column (2) in
Table 3 4 we see that the Q-value difference 1s highly statistically significant and has
an odds ratio of 353 This 1s the odds ratio for a one unit change in the Q-value
difference In our data, the Q-value difference varies between 0 and 0 84, with a mean

of 0 11 The odds ratio for a change of 0 1 1s 1 798 Thus, holding lambda constant,
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Table 35 GEE for the dependent variable Ezpected ValueLostFromThisChoiwce Stan-
dard errors are given in parentheses under the coefficients The individual coefficient
1s statistically significant at the *10% level, the **5% level, the ***1% level, and at
the ****(0 1% level

Factors/Covariates (1) (2)
B | Beta B | Beta

Intercept (0 0118) (0 0154)

-0 IVERELS -0 141**** -0 013**** -0 151%%**
Lambda (0 0015) (0 0021)
fermale? -0 004 -0 018 - 0016*** | -0 066%**

(0 0032) (0 0056)
Goodness of Fit (QICC) 36 302 24 026
Cases Considered All (N=2756) OptChoice=0 (N=1246)

if the Q-value difference between the best and second-best choice mncreases by 01,
the odds for choosing the optimal choice increase by 80% This 1s a very large effect,

and we will see that 1t is robust to adding more factors to the regression

Age Next we test whether users’ performance differed by age In this data sample,
our participants were between 24 and 54, with a median age of 40 However, adding
the factor Age to the regression, we did not find a statistically significant effect on

the dependent variable, and thus we leave 1t out for the remaiming analyses

Male vs Female Users Prior research in psychology and human computer inter-
action has established significant gender differences i various cogmtive tasks, and
shown that men and women uses different strategies and excel in different environ-
ments [21] This motivated us to test if there were sigmficant gender differences in
our experiment as well In column (4) of Table 34 we see that indeed, there 1s a
small, but statistically significant effect The female participants were less likely to

choose the optimal action In particular, their odds were 12% lower than the odds
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for men We will see later, that this gender effect 1s robust, m size and statistical
sigmficance However, this 1s not the end of the story, because 1t only says that the
female participants chose a sub-optimal action more often, but not which one Con-
sider now Table 3 5 where we present the results from running a linear regression
where the dependent vanable 1s Frpected ValueLostFrom ThisChowce In every round
of every game, this variable equals zero 1f the user chose the optimal choice, and 1t 1s
equal to the difference between the Q-value of the optimal choice and the Q-value of
the choice that the user selected Thus, 1t 1s a (probabilistic) measure for how much a
user 1s expected to lose (over the course of the rest of the particular game) due to one
sub-optimal choice In that sense, 1t 1s a proxy for efficiency, but with lower variance
and one that we can measure every round

Now consider column (1) of Table 3 5 where we ran the regression with Lambda
and Female as factors We can see that there 1s no statistically significant gender
effect on the expected value lost, which corresponds to the finding we will present
later, that men and women do equally well in terms of efficiency Now consider
column (2) of Table 3 5 where we ran the same regression, but only for those cases
(1 e, rounds) where the user chose a sub-optimal action Now we see that the factor
Female has a negative coefficient and 1s highly statistically significant (p < 001)
This shows that, while female participants make more mistakes, the mistakes they

make are less severe than then ones that men make when they make mistakes

Ul Design and Number Of Choices We now move on to the analysis of how
the Ul design affects the users’ performance imn making optimal chowces In particular,

we analyze the effect of varying the number of choiwces available to users Consider
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Figure 3 3 Dafferent screenshots for games with 3, 4, 5, and 6 choices All screenshots
are for the “medium 1mportance” category, however, the values are also randomly
perturbed upwards or downwards

Figure 3 3 where we display screenshots of the 4 different types of games each user
played, with 3, 4, 5 and 6 choices (we randomized the order in which the users played
those games) Now consider Table 3 6 where we continue the regression analysis for
the dependent variable OptChoice We control for the factors that we already found
to have statistically significant effects, namely Lambda, QualueDiff, and Female In
column (1), we add numChouces to the regression, representing the type of game the
user was playing (1 e, with 3,4,5 or 6 choices) We see that the factor has a large and
highly statistically negative effect on OptChoice Holding all other factors constant,
mcreasing the number of choices by 1 reduces the odds for making the optimal choice

by 32% This 1s the effect that we had expected a more complex Ul (e g, more
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Table 36 GEE for dependent variable OptChoice studying Ul complexity in terms
of number of choices Standard errors are given 1n parentheses under the coefficients
The individual coefficient 1s statistically sigmficant at the *10% level, the **5% level,
the ***1% level, and at the ****0 1% level

Factors/Covariates (1) (2)
B l Exp(B) B I Exp(B)

Intercept 0413* 1511% 0229 1257

(0 2503) (0 2575)

(0 0179) (0 0176)

5 Q75¥FF* | 159 ghgHFF*<* | 4 8RFFFH* | 132 Q15%***

QvalueDiff (0 4306) (0 4200)
fermale? -0 128* 0 880* -0 128* 0 880*

(0 0750) (0 0747)
numChoices (0 0449)

FFFF FFFF
numChoicesLeft _0( (:)3 (5)251) 0701
| Goodness of Fit (QICC) | 3475 661 3499 991 —‘

choices) makes 1t harder for the users to find the optimal choice This suggests, that

we can potentially improve users’ overall performance, by providing them with fewer

mnstead of more choices Now consider column (2) of Table 3 6 where we have removed

numChoices from the regression, and added numChoicesLeft The difference between

these two factors 1s that numChoicesLeft does not remain constant during a game, but

always denotes how many choices the user still has left, given the price of the current

choices and his current budget For example, 1n a game with 6 choices, as the user

continues spending his budget, numChoicesLeft will keep decreasing monotonically

until the last time step We see that numChowcesLeft has a similarly large negative

effect on OptChoice and 1s also lighly statically sigmificant

Obwiously, numChoices and numChoicesLeft are positively correlated, 1 e, if num-
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Table 3 7 GEE for dependent variable OptChouce studying UI complexity, controling
for both, the total number of choices, and the number of choices left Standard
errors are given in parentheses under the coefficients The mndividual coefficient 1s
statistically sigmficant at the *10% level, the **5% level, the ***1% level, and at the
*FE%X0 1% level

Factors/Covariates (1)
B | Exp(B)
Intercept 0 362 1436
(0 2616)
Lambda (0 0179)
5 206%*** | 182 395%***
QvalueDaff (0 4253)
fornale? -0 128* 0 880*
(0 0748)
numChoices (0 1090)
0123 1131
numChoicesLeft (0 1158)
| Goodness of Fit (QICC) | 3476 190 I

Choices 1s large, then numChoicesLeft 1s more likely to be large as well In column
(1) of Table 3 7 we add numChowces back mnto the regression, and we see that now
that we are controlling for numChouces the factor numChoicesLeft 1s no longer sta-
tistically sigmficant This suggests that numChoices 1s the important factor, and
numChoicesLeft only shows up as statistically sigmficant, because of 1ts correlation
with numChoices In fact, in additional analyses, we haven’t found numChoicesLeft
to have a statistically sigmficant effect, when looking at fixed values of numChouces
Thus, going forward, we will keep numChoices 1n the regression to control for the UI

complexaty effect, but we will leave numChoicesLeft out of the regression

Incomplete Search and Position Effects By design, the game exhibits a strong

ordering effect the value of the choices decrease monotonically from top to bottom,
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as do the prices It 1s conceivable, that users scan the choices in a linear way, either
from top to bottom or from the bottom to the top Given that they are under time
pressure, incomplete search effects may be expected, and prior research has shown
that this can lead to sigmificant position effects [24, 11] For example, 1t could be that
users are always more likely to click on a choice towards the top rather than towards
the bottom, no matter how many choices there are, or what the values and prices of
those choices Fortunately, we can control for positional effects by adding information
about the position (or rank) of the optimal choice to the regression Consider column
(1) 1n Table 3 8 where we added the control vaniable optRelativeRank to the regression
The variable denotes the “relative rank” or “relative position” of the optimal choice,
taking into account the currently unavailable choices For example, consider a game
with 6 choices If there are currently 4 choices left and the optimal choice 1s the
third from the top, then the absolute position of that choice would be 2 (we start
counting at 0 from the top), but the relative rank 1s 0 We use the relative rank
rather than the absolute rank for two reasons First, using the absolute position of
the choice would not allow us to consider games with different number of choices in
one regression Second, as more and more choices become unavailable during a game
(as the user depletes his budget), the relative rank keeps adjusting, to reflect that a
user doesn’t need to scan the non-available choices, while the absolute rank doesn’t
adjust Thus, going forward, we use the relative rank in the regression However, we
have also performed the same analyses with the absolute position control variable,
and obtained qualitatively similar results

In column (1) of Table 3 8 we see that optRelatweRank has a very strong, and
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highly statistically sigmificant negative effect on OptChoice Note that rank 0 1s at the
top, and all coefficient estimates are relative to optRelatiweRank=0 We see that the
lower the rank of the optimal choice, the less likely were the users to choose the optimal
action As we go from rank=0 to rank=5, the coefficients decrease monotonically, and
except for optRelatweRank=1, all of the effects are highly statistically significant

Especially for the very low ranks, the effect on optChoice 18 very strong Compared
to the case when the optimal choice has rank 0, holding everything else constant, if
optRelatweRank=4 the odds of choosing the optimal action decrease by 85%, and 1if
optRelatiweRank=5, the odds decrease by 98% Thus, the position effect 1s indeed very
strong and we need to control for 1t Note that the other factors we are controlling for
are still statistically significant and the coeflicients are relatively stable, which makes

sense, given that there are no correlations between them and optRelativeRank

Loss Aversion Controlling for the position effect 1s particularly important when
analyzing the effect of the nominal value and price of the optimal choice We now
consider if it makes a difference whether the optimal choice has a positive or negative
(short-term) value Of course, for a fully rational player, that shouldn’t matter It
18 inherent to our game that the optimal strategy sometimes requires taking a short-
term loss, for larger gains i a later round With a himited budget of 30 tokens, the
user cannot always afford to select choices with positive values (see Figure 3 3)
However, loss-aversion 1s a. well-known effect in behavioral economics, and thus we
expected to find 1t 1n our data as well Now consider column (2) of Table 3 8 where
we added OptimalChoiceNegative? to the regression, an indicator varable that is

1 when the nommnal value of the optimal choice 1s negative, and 0 otherwise We
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Table 38 GEE for dependent variable OptChoice studymg position effects and loss
aversion Standard errors are given in parentheses under the coeffictents The n-
dividual coefficient 1s statistically significant at the ¥10% level, the **5% level, the
***1% level, and at the ****0 1% level

Factors/Covariates (1) (2) (3)
B [ Exp(B) B | Exp(B) B [ Exp(B)
Intercent -0 341 0711 -0 339 0713 -0 439* 0 645*
P (0 2664) (0 2584) (0 2558)
0 I50%%F | 1162°7% | 015070% | 1-162°%%% | 0 1457 | 11567%*
Lambda (0 0189) (0 0188) (0 0197)
QualueDuff 4 428%*F** 83 741%*+** 4 427**** 83 6T1**** 4 5Q9¥*** 99 387****
value (0 5060) {0 5039) (0 4998)
female? -0 151** 0 860** -0 151** 0 860** -0 166** 0 847**
emale (0 0687) (0 0695) (0 0734)
aumChorces -0 086* 917* -0 087* 0917* -0 065 0937
W " (0 0486) (0 0513) (0 0584)
-3 884**** 0 021**** -3 881**** 0 021**** -4 068**** 0 017****
optRelativeRank=>5 (0 9824) (0 9925) (1 0438)
-1 902**** 0 149**** -1 900**** 0 150**** -1 853**** 0 157****
optRelativeRank=4 (0 4482) (0 4594) (0 4948)
-1 205**** 0 300**** -1 203**** 0 300**** -1 183**** 0 306****
optRelativeRank=3 (0 2692) (0 2074) (0 3372)
-0 619** 0539** -0 617** 0 539%* -0 523 0 593
optRelativeRank=2 (0 2784) (0 2067) (0 3322)
-0 169 0 845 -0 168 0 845 -0 178 0 837
optRelativeRank=1 (0 2272) (0 2358) (0 2493)
optRelativeRank=0 0 1 0 1 0 !
-0 002 0998 -1 314%%** 0 269%*¥*
”
optimalChoiceNegative (0 0896) (0 2270)
1 539**** 4 658****
currentCategory=2 (0 2088)
0 032 1033
currentCategory=1 (0 1282)
currentCategory=0 0 !
[ Goodness of Fit (QICC) l 3343 975 3345 975 3286 565

see that this factor does not show up has having a statistically sigmficant effect on
Optchoice However, 1t turns out that OptimalChoiceNegative? does n fact have a
strong effect, but only in certain game situations

Remember that the distribution of values changes randomly The three categories
“high”, “medium”, and “low” give a rough indication for the distribution of values
for all choices, but m addition, each individual value 1s also randomly perturbed
upwards or downwards By taking a closer look at the distribution of values in the

different categories, we gain a better understanding of when OptimalChoiceNegative?
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can have an effect For example, 1n the low category, often times all of the choices
have a negative value, or at least the first and second best choice do In such game
situations, OptimalChoiceNegative? cannot have an effect on OptChoice Consider
now column (3) of Table 3 8, where we added the factor CurrentCategory to the
regression Now, two things happen First, optimalChoiceNegative? now has a
large negative coefficient, and 1s highly statistically sigmficant This suggests that
once we are controlling for the distribution of the values, holding everything else
constant, 1t makes a large difference n users’ play, whether the optimal choice has a
positive or negative value, providing strong evidence for our loss aversion hypothesis ¢
The second effect we see 1s that while there 18 no statistically sigmficant difference
between categories 0 and 1, CurrentCategory=2 has a large positive coeflicient and
1s lnghly statistically sigmificant Thas 1s surprising, at first, because 1t 1s unclear why
the choice problem should be much easier just because all values are relatively low
However, 1t turns out that most of this effect can be explained by the interaction
of CurrentCategory and optimalChoiceNegative? (1€, 1n category 2 all choices will

often times have a negative value)

To get a better understanding of the loss aversion effect, we looked at two interac-
tion effects First, the previous analysis already suggests that there 1s an interaction

between optimalChoiceNegatiwe? and CurrentCategory Second, we hypothesized

5This loss aversion behavior exhibited by our users obviously represents erroneous, and sub-
optimal behavior This kind of behavior may have severe consequences 1n a many real-world envi-
ronments For example, consider those people living from paycheck to paycheck, 1 e, people having
to make sequential decisions on a fixed budget It they forego big wins in the future to avoid small
losses now, this significantly mpacts their utiity Note, however, that while 1t 1s easy for us to
compute the optimal strategy in our domain, 1t us unclear what other effects in terms of ease of
Justsficatron and avordance of negatwe emotions loss-averse behavior implies (see [74] for more on
this topic)
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Table 39 GEE for dependent variable OptChoice studying loss aversion with inter-
action effects Standard errors are given in parentheses under the coefficients The
individual coefficient 1s statistically sigmificant at the *10% level, the **5% level, the
***1% level, and at the ****0 1% level

Factors/Covariates (1)
B [ Exp(B)
Tnt ¢ -0 433* 0 648*
ereep (0 2514)
0 144 %*** 1 155****
Lambda (0 0203)
4 605%*¥¥* | 100 016****
QvalueDnff (0 4918)
forala? -0 174%F | 0840
(0 0763)
-0 066 0936
numChoices (0 0581)
4 0RGTFFE | 017 FF*
optRelativeRank=>5 (1 0302)
-1 846**** 0 158****
optRelativeRank=4 (0 4798)
-1 186**** 0 305****
optRelativeRank=3 (0 3292)
-0 531 0 588
optRelativeRank=2 (0 3342)
optRelativeRank=1 ((_)0211872) 0831
optRelativeRank=0 0 !
[optimalChoiceNegative=1 x 0 248** 1 281%*
oneHigherNegative=1 x currentCategory=2 (0 1255)
[optimalChoiceNegative=1 x 0070 1073
oneHigherNegative=0 x currentCategory=2 (0 4076)
[optimalChoiceNegative=0 x -1199 0301
oneHigherNegative=0 x currentCategory=2] | (1 7347)
[optimalChoiceNegative=1 x -1 038*** 0 354%**
oneHigherNegative=1 x currentCategory=1] | (0 4043)
[optimalChoiceNegative=1 x -1 575X xR | 207K Hx*
oneHigherNegative=0 x currentCategory=1] | (0 3256)
[optimalChoiceNegative=0 x 0 066 1 068
oneHigherNegative=0 x currentCatcgory=1] | (0 1327)
[optimalChoiceNegative=1 x -0 322 0725
oneHigherNegative=0 X currentCategory==0] | (0 6351)
[optimalChoiceNegative=0 x 0 1
oneHigherNegative=0 x currentCategory=0]
| Goodness of Fit (QICC) ] 3287 205
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that 1t also makes a big difference for loss aversion whether the choice one position
higher than the optimal choice also has a negative value, or whether that choice has
a positive value Thus, we also consider the interaction effect with OneHigherNega-
twe Now consider column (1) of Table 3 9 where we added 8 indicator variables to
study the combined nteraction effects of OptaimalChoiceNegatiwe, oneHigherNegative
and currentCategory Note that all effects of the indicator vanables are relative to
the default case where CurrentCategory=0 and both the optimal choice, and the one
above 1t, have positive values The first thing we see 1s that, when both the optimal
choice and one above 1t are both positive, then there 1s no statistically significant
effect of CurrentCategory In a separate analysis, we also looked at the effect of Cur-
rentCategory when the optimal choice has a negative value, and there was also no
statistically significant effect Thus, this provides evidence for our intuition that the
game 1s not more or less difficult just because the value distribution 1s shifted upwards
or downwards

Now, let’s take a closer look at OptimalChoiceNegative=1 First, we see that
there 1s no statistically significant effect when CurrentCategory=0 and when Cur-
rentCategory=2 A closer mvestigation of this (not shown here) reveals that for
CurrentCategory=0, the optimal choice 1s almost never negative, and thus there are
simply too few data points for OptimalChoiceNegative=1 For CurrentCategory=2,
the optimal choice 1s almost never positive, and thus there are too few data ponts
with OptimalChoiceNegative=0 This leaves CurrentCategory=1, where we imndeed
see a large and statistically significant negative effect of OptimalChoice Negative=1

on Optchoice Furthermore, by looking at the iteraction with oneHigherNegative,
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we see that the negative effect of OptimalChoiceNegative=1 1s particularly strong
when oneHigherNegatwe=0 which concurs with our hypothesis, 1 e, users are more
likely to make a mistake when the optimal choice has a negative value and when the
choice right above 1t has a positive value When only the optimal choice 1s negative,
thus leads to a reduction of 65% in the odds for getting the optimal choice right (com-
pared to the default case) When 1n addition, the choice right above has a positive
value, then the odds are reduced by another 15% points, such that total reduction 1n
the odds 1s almost 80% We consider this to be the most convincing evidence of users’
loss aversion, as this shows that a large driver of their decision 1s whether the absolute
value of a choice 1s positive or negative Note that this last effect cannot be attributed
to a position effect because optRelativeRank 1s still part of the regression and we are
thus already controlling for the position effect There 1s a third interaction effect
that shows up as statistically significant, namely when both the optimal choice and
then one above 1t have a negative value 1in category 2 At this point, however, we do
not have an explanation for the origin of this effect As mentioned above, a separate

analysis showed no statistically significant effect of the categories by themselves

The Role of Time, Budgeting, and Learning In Table 39, we added four
additional covarates at once the number of choices left in the game, the current time
step (between 1 and 6), the user’s current budget (in tokens), and the gameCounter,
indicating how many games a user has already played We are mainly interested in
the effect of time, within a game, and over the course of the whole experiment We
added NumChoicesLeft, CurrentTimeStep, and CurrentBudget to the the regression

simultaneously, because they are correlated with each other 1n a very intricate way As
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Table 3 10 GEE for dependent variable OptChoice studying the role of time, bud-
geting, and learning Standard errors are given 1n parentheses under the coefficients
The individual coefficient 1s statistically sigmficant at the *10% level, the **5% level,

the ***1% level, and at the ****0 1% level

| Factors/Covariates (1)
Intercent 0155 1167
P (0 8078)
0 146**** 1 158****
Lambda (0 0202)
5 192%*** 179 817****
QvalueDnff (0 5134)
fermnale? -0 168** 0 845%*
(0 0779)
-0 216 0 806
numChoices (0 1609)
— 43477 | 0 0137
optRelativeRank=>5 (1 0569)
N T FHEF
optRelativeRank=4 2( (? §25 61) 0130
N ETT33 FFET]
optRelativeRank=3 1( (;3 ;;157 1) 0269
~ * £3
optRelativeRank=2 ((? ??58212) 0 560
optRelativeRank=1 (6022531) 0816
optRelativeRank=0 0 1
[optimalChoiceNegative=1 x 0 345** 1412%*
oneHigherNegative=1 x currentCategory=2 (0 1450)
|optimalChoiceNegative=1 x 0156 1168
oneHigherNegative=0 X currentCategory=2 (0 4025)
[optimalChoiceNegative=0 x -0 982 0375
oneHigherNegative=0 X currentCategory=2] (17479)
|[optimalChoiceNegative=1 X -0 834*** 0 434%¥*
oneHigherNegative=1 X currentCategory=1] (0 4161)
[optimalChoiceNegative=1 x -1 411%%** 0 244%%**
oneHigherNegative=0 x currentCategory=1] (0 3193)
{optimalChoiceNegative=0 x 0094 1099
oneHigherNegative=0 X currentCategory=1) (0 1397)
[optimalChoiceNegative=1 X 0 205 1227
oneHigherNegative=0 X currentCategory=0] (0 6549)
loptimalChoiceNegative=0 X 0 1
oneHigherNegative=0 x currentCategory=0]
numChoicesLeft © igjl) 1214
current TimeStep (601;?;) 0824
currentBudget (60031731) 0987
GameCounter ((-)00?)(1)’,}1) 0999
[ Goodness of Fit (QICC) 3270 488
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the game progresses, the variable CurrentTimeStep increases, the user spends more
and more of his budget, and thus the choices that are left available to him decrease
Furthermore, the variable NumChoucesLeft 1s also correlated to NumChoices We see
in Table 39, that once we have added all of these factors to the regression, none
of them show up as statistically sigmficant We have also tried adding them to the
regression one by one, and we have analyzed different subsets of the data to remove
some of the interaction effects However, we could not find evidence that these factors
have a statistically significant effect in any direction, when controlling for all other
variables

Note that in the last column of Table 3 9 we also added a variable GameCounter
denoting the number of games a user had already played when making the current
decision The goals 1s to control for learning effects over the course of the experiment
However, we did not find any statistically significant effect Note that all participants
went through an extensive tramning period before the experiment itself started where
they had the opportunity to play 12 different games It seems that the training period

was long enough to remove any additional learning effects

Review of Behavioral Effects Before moving on to the efficiency analysis, let’s
briefly review the main findings of this section We saw that Lambda has a large,
statistically significant effect, 1 e , there are significant differences 1n imdividual users’
decision making performance Second, @ ValueDiff 1s highly statistically sigmficant,
showing that the difference in Q-values between the best and second-best choice
18 an 1mportant factor Third, we saw that female users miss the optimal choice

more often, but that this 1s counterbalanced by the fact that male users make worse
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mistakes, losing more value, when they miss the optimal choice Fourth, we saw that
numChoices has a large, statistically significant effect, showing that the Ul complexity
in terms of the number of choices 1s important Fifth, we saw that there 1s a strong
position effect, with users selecting the optimal choice more often when 1ts relative
rank is high rather than low Finally, we found a strong loss aversion effect, 1¢e,
users are more likely to miss the optimal choice when 1ts absolute value 1s negative,

in particular when the value of the choice right above 1s positive

3.4 3 Efficiency Results
Optimal Efficiency vs Realized Efficiency

We now transition from the analysis of the users’ decisions 1n individual rounds,
to the analysis of their overall performance Thus, we now study the effect of the
individual design levers on the average efficiency that users achieved per game We
could have used the aggregated scores that users achieved per class of game as the
effictency measure However, that measure was very noisy due to the high degree of
randomness 1n the game 1tself To account for this, we computed a different measure
of efficiency, removing the randomness as much as possible First, for each game, we
add up the differences between the Q-value of the optimal choice 1in each round and
the choice selected by the user, which gives us the FEzrpectedValueLoss for a game, a
probabilistic measure of how much value a user playing a particular strategy would
lose 1n this game on average (thus, also removing the randomness due to cases where
the user just got lucky) Second, every game has an EzpectedOptimal Value, or optimal

efficiency, which 1s the expected a prior1 value for playing the game optimally, without
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knowing the realization of the state uncertainties This 1s sumply the value of the cor-
responding MDP Additionally, every game actually played also has an OptimalScore
which 1s the score an optimal player could have achieved 1in this particular game, had
he followed the optimal policy (not knowing the future) Of course, averaged over
many games, OptimalScore equals EzrpectedOptimalValue However, in a particular
game, OptimalScore can be much higher or much lower than FEzxpectedOptimal Value
because of the randomness 1n the game (e g, lots of high value choices, or lots of low
prices) Thus, we scale each game’s Expected ValueLoss by the ratio of OptamalScore
and EzrpectedOptimal Value to get a normalized measure for value loss Then we sub-
tract this normalized measure from the EzpectedOptimalValue of the game, to get
a measure for Realized Efficiency Note that, if we let the number of games played
go to mfinmty, the regular game scores would approach Realized Effictency However,
with just a few hundred games played per design lever, the impact of the game’s
randomness on the regular score 1s too large, which 1s why we use Realized Efficiency

mstead

Computational Search for the Optimal UI

In the following section, we consider the data from Experiment 1 and study the
effects of changing the number of choices and the effect of having fixed vs changing
price levels on the user’s Realized Efficiency When varying the number of choices
available to the users from 3 to 6, this still leaves open the question of which particular
choices to offer the users (1 e, which speed levels) The only constraint we imposed

was that the 0KB/s choice had to be included, because that was the only choice
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with a price of 0 tokens, which had to be available when the user ran out of tokens
For our experiment, we always chose the “optimal” game for each design constraint,
where optimal here means highest EzpectedOptimalValue In practice, we wrote a
search algorithm that took as input the design parameters (here, number of choices
and fixed vs changing prices), 1terated through all possible combations of choices
(1 e, all possible speed level combinations), for each combination solved the resulting
MDP to determine 1ts FzpectedOptimalValue, and output the design with the highest
ExpectedOptimalValue Consider Figure 3 3 where we display the four designs that
our algorithm found for the different number of choices with fixed prices Note that
going from 3 to 4 choices, the algorithm takes out the 300KB/s choice, and instead
adds a 100KB/s choice and a 400KB/s choice, because that combination of available
choices lead to a higher expected value of the corresponding MDP Using this method
of finding the optimal Ul, we guarantee that for every particular set of design critena,
we always present the user with the best possible Ul given these constraints Note
that in this section “best-possible” means optimized assuming a perfectly-rational,
or optimal, player In Section 3 4 3 we present results for Uls that are optimized

assuming behawvioral mnstead of optimal play

Results for Design Levers 142 Number of Choices and Fixed vs Changing

Prices

Regarding the number of choices, our hypothesis was that the users’ Realized
Effictency first increases as we increase the number of choices, but then peaks at

some pont, stops mcreasing further, and then decreases again We have already seen
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Figure 34 Efficiency for 3, 4, 5 and 6 Choices The blue line (on the top) correspond
to optimal efficiency and the green line (on the bottom) corresponds to the users’
Realized Efficiency

n the previous section that users make more mistakes in games with more choices (see
Table 3 6) Thus, on the one side, a higher number of choices makes the game more
difficult to play On the other side, the games with a larger number of choices have
higher optimal efficiency under perfectly rational play Now, consider Figure 3 4 where
we display efficiency results for 3, 4, 5 and 6 choices While the top Line, 1 e, optimal
effictency, monotontcally imcreases as the number of choices 1s increased, the bottom
hine, representing Realized Efficiency, only mcreases as we go from 3 to 4 to 5 choices,
but then shightly decreases as we go from 5 to 6 choices Thus, the disadvantage from

adding cognitive load as we go from 5 to 6 choices definitely outweighs the possible
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Table 3 11 GEE for the dependent variable Realized Efficiency Standard errors are
gwven 1 parentheses under the coefficients The imdividual coefficient 1s statistically
significant at the *10%level, the **5% level, the ***1% level, and at the ****0 1%
level

| Factors/Covariates (1) [ (2) | (3) |
niercep (00441) | (00454) | (00605)
numChO —3 _0 178**** _0 176**** _O 175****
1ces= (00459) | (00438) | (00430)
UL Rolees= (00278) | (00276) | (00279)
R 0015 0015 0021
- (00291) | (00292) | (00308)
numChoices=6 0 0 0
changingPrices=0 -0 1697 | -0 378 -0 378
&g - (00397) | (00176) | (00169)
ambda (00084) | (00081)
female=0 ((-)002(6)5?))
7-secondGame (600(;;51)
gameCounter (8 ?g;)
[Model Frt (QICC) | 144177 | 134579 | 140134 |

benefits of having one more choice available However, 1t 1s unclear if the efficiency
only plateaus, or if 1t actually decreases by a statistically significant amount Notice
that the error bars are relatively large, and 1n particular the error bars for 5 and 6
choices overlap to a large degree Thus, we now turn to the statistical data analysis

to see 1if there was a statistically sigmficant decrease 1n efficiency or not

Notice that the games with changing prices had a higher optimal effictency than

the games with fixed prices, and thus 1t 15 important to add this vanable to the
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analysis from the beginning In column (1) of Table 3 11 we see the coefficients for
those factors We see that changingPrices has a highly statistically sigmficant effect
on efficiency (as we expected) The coefficients for numChoices are with respect to
the efficiency for numChoices=6 We see that the effect of numChoices=8 and num-
Choices=4 18 statistically sigmficant at p < 0001 Furthermore, the coefficient for
numChoiwces=5 1s positive, but 1t 1s not statistically sigmificant Thus, the efficiency
does plateau at numChoices=5, but the data does not provide enough evidence that
there 15 also a statistically sigmificant decrease 1n efficiency as we go from 5 to 6
choices In future studies we plan to conduct additional experiments with 7 or 8
choices, to find out if efficiency only plateaus, or eventually also decreases

In column (2) of Table 3 11 we add the covarnate lambda to the analysis We see
that Lambda has a statistically significant positive effect on efficiency, which makes
sense because Lambda 1s a measure for the degree of rationality of each user However,
adding Lambda to the analysis does not result 1n any qualitative changes for the other
results Finally, in column (3), we add Female, 7-secondGame and GameCounter
to the analysis, only to show that they do not have a statically significant effect on
effictency Note that we do not further investigate the design lever Fized vs Changing
Prices at this pomnt, because the optimal efficiency of the games with fixed and

changing prices was very different, and thus doesn’t allow for a meaningful comparison

of the Realized Efficiency”

7As mentioned before, our users also played a sequence of games with an overall time limut of
4 minutes where they had to trade-off spending more time on an individual decision with playing
more game overall In these games, we did find a statistically significant effect of the design lever
Fized vs Changing Prices on the decision time In particular, users needed more tune to make a
decision when prices where changing compared to when prices stayed fixed However, the analysis
of this data 1s still underway and thus we are not presenting the detailed results in this thesis
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Figure 35 Adaptive Choice Sets 3 different screenshots demonstrating the adaptive
choice set 1dea The users are offered a different set of choices (1 e, speed levels)
depending on the current task category

Results for Design Lever 3 Fixed vs Adaptive Choice Sets

We now move on to the analysis of the data from Experiment 2 where we studied
the two design levers Fized vs Adaptive Choice Sets, and UI Optimazation The design
lever Fized vs Adaptiwe Choice Sets 1s based on the 1dea that we would like to present
users with different choice sets in different situations An intelligent agent can never
truly know a user’s current value for high bandwidth (or any other good/service for
that matter), however, in some domains like the smartphone domain, we get a lot of
signals from the user over time that can be used as input to a learning algorithm For
example, we could learn a mapping from context to a value estimate Imagine that
when a user 1s watching a streaming video or histening to Internet radio, he 1s more
likely to choose a high bandwidth choice when presented with the bandwidth market
Ul, compared to situations when he 1s updating his Facebook status, or reading an

online newspaper Over time, the application could learn this behavior, inferring that
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Table 312 GEE for dependent variable RealizedEfficiency studying the effect of
AdaptiveChoiceSets Standard errors are given in parentheses under the coefficients
The individual coefficient 1s statistically sigmficant at the ¥*10% level, the **5% level,
the ***1% level, and at the ****0 1% level

| Factors/Covanates | (1) |
Intercept (0 0410)
0 Q77**
0
AdaptiveChoiceSets (0 0376)

[ Model Fit (QICC) | 106552 |

the user has a higher value for bandwidth when using the video or radio application
Thus, when presenting the user with the market UI in such a high-value situation, the
application could then offer the user more choices at the higher end of the bandwidth
spectrum and fewer choices at the lower end, enabling the user to better optimze his
choices

The algorithm for finding the “optimal adaptive choice sets” works similarly as
described before, except that now, the algorithm takes into account that the choice
set composition can be different for each category (1€, the design space has grown
cubically) Consider Figure 3 5 where we display three different screenshots, illustrat-
g the three different choice sets offered to the user for the three different categories
We see that, as expected, the optimal choice sets include more low speed choices for
low value categories, and more high speed choices for high value categories

Thus, on the one side, the choices are now better tailored to the individual decision
situation On the other side, the user now has to deal with the fact that the choices
available to him (and thus also the prices) keep changing every round The question

1s whether both effects taken together are positive or negative for the user’s efficiency

For design lever Fized vs Adaptive Choiwce Sets we also performed a statistical
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analysis for the dependent variable OptChoice We found that having adaptive choices
mncreased these users’ likelihood of selecting the optimal action with high statistical
significance (we omit the details for this particular analysis) Now, to see the effect
of this design lever on efficiency, consider Table 3 12 where we show the results of
fitting the generalized estimating equations to the data of study 2 (with the identity
link function and assuming a normal distribution), where the dependent variable 1s
RealizedEfficiency We see that the coefficient for AdaptiwveChoiceSets? 1s positive
and statistically sigmficant at p < 005 Thus, the data provides evidence that the
mtroduction of adaptive choices indeed helped the users and resulted 1 sigmficantly
higher efficiency This was not clear a prior1, because having the composition of the
choice set change 1 every round also makes the Ul more complex and thus potentially
increases the cognitive load on the users However, apparently the negative effect of
having more vanability was significantly smaller than the positive effect of being able
to make better decision, as the choices available are better tailored to the specific

situations

Results for Design Lever 4 UI Optimization

The fourth design lever we study 1s Ul Optimazation, where we optimize the mar-
ket UI assuming 1) optimal play (1 e, modehng the user as bewng perfectly rational),
or 2) suboptimal play (using a behavioral user model) For the Ul assuming optimal
play, we used the same algorithm as before, 1¢e, selecting the choiwce set composi-
tion with the highest optimal efficiency, 1 e , where the corresponding MDP had the

highest expected value We used the experimental data obtained in the first study



Chapter 8 Market User Interface Design 150

| Market User Interfac
g
User Experiment

Learning Algorithm
_ UserModel |
_ Optimization Algorithm

- Optlmlzed Market
. User Interface

Figure 36 Market Ul Optimization Method

to find the best Ul assuming sub-optimal play, taking into account the boundedly-
rational behavior of real users Figure 3 6 shows a diagram 1illustrating the “market
UI optimization methodology” we employed

The first step in Figure 3 6 corresponds to running study 1, where we obtained
approximately 7,000 data pomnts that we can use i our analysis, where each data
pomnt represents one action taken by a user in a particular game situation The
second and third step in the optimization method consists of learming a predictive
user model, 1e, a model than 1s able to predict users’ action choices in different
game situations For that user model, we use the quantal-response model described
earher We computed different likehhood-maximizing A-parameters depending on 1)
the total number of choices in the particular game, 2) the number of choices left 1n

a particular round, and 3) whether prices were fixed or changing Furthermore, we
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Figure 3 7 A screenshort of the game from Experiment 2, 1llustrating the differences
n the user mterface when (a) optimized for optimal play, and when (b) optimized for
behavioral play

only considered the 7-second time treatment for the computation of A because we

expected to see the strongest differences i the 7-second games

When studying design levers 1, 2, and 3, we solved the games optimally and
computed the expected value of the game assuming perfect play Equipped with the
user model learned 1n step 3), we can now compute the expected value of a game
assuming sub-optimal play by human players For every configuration of the choice
sets, this leads to a different expected value of the game Thus n step 4 of the
optimization process depicted in Figure 3 6 we use the learned user model to search
through the Ul design space, 1 e , through all possible configurations of choice sets and

compute the expected value of the game according to the user model We then choose
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the configuration with the highest expected value as the Ul for “sub-optimal play”

Consider Figure 3 7 where we display two screenshots for the games with fixed choice
sets, 1llustrating the different choice sets resulting from the different Ul optimization
methods In Figure 3 7(a), the UI optimized for optimal play 1s shown, and 1n Figure
3 7(b), the UI optimzed for sub-optimal (behavioral) play 1s shown Note that both
Uls are not hand-picked, but the result of a computational search algorithm We
see that the only difference between the two Uls 1s the top choice the UI that was
optimized for optimal play gives the user the 900KB/s choiwce, while the UI that was
optimized for sub-optimal play gives the user the 400KB/s choice This result 1s
understandable 1n hght of how the Ul-optimization algorithm works The quantal-
response assigns each action a certain likelihood of being chosen, corresponding to the
Q-values of those actions Now, consider the top choice in Figure 3 7(a), which has
a high value, but which can also cost between 9 and 27 tokens (this 1s a game with
changing prices) Thus, 1n the worst case, the user spends 27 out of his 30 tokens
with one click, and then has only 3 tokens left for the remaining 5 rounds Even 1f
this action 1s very unlikely, the negative effect of an occasional mistake would be very
large Consequently, the UT optimized for sub-optimal play shown in Figure 3 7 does

not have such high-value high-cost choices, reducing the negative effect of mistakes

As before, we studied the effect of this design lever on OptChoice and found that
the user’s hkehhood of selecting the optimal choice increased Thus, the optirmzation
based on the behavioral model made the decision easier for the users However, the
efficiency results for this particular design lever are more complex and interesting

Consider column (1) of Table 3 13 for the effect of design levers 3 and 4 on Real-
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Table 3 13 GEE for the dependent variable RealizedEfficrency studying the effect of
OptimizedForSubOpt Standard errors are given 1n parentheses under the coefficients
The individual coefficient 1s statistically sigmificant at the ¥*10% level, the **5% level,

the ***1% level, and at the ****( 1% level

| Factors/Covarates | (1) | (2) l (3) |
Intercent () 462%*** 0 004 0053
nrereep (00501) | (00639) | (01417)

0 Q77** 0 08** 0 080**
o
AdaptiveChoiceSets (0 0376) (0 0367) (0 0365)
_ XHkE | Fokkok

OptimizedForSubOpt? 0<01 3);?) 4) 0((1)1?? 44)
Lambda (00110) | (00253)
SmallLambda=1 ((-)008,25()))
OptimizedForSubOpt -0 069
*smallLambda=1 (0 0500)
OptimizedForSubOpt - 174%H%*
*SmallLambda=0 (0 0391)

| Model Fit (QICC) | 106927 | 98265 | 101895 |

1zed Efficiency We see that the coefficient for Optimized ForSubOpt? 1s negative and
statistically sigmficant at p < 0001 The optimization of the market Ul assuming
behavioral play actually had a negative effect on Realized Efficiency Thus, the be-
havioral model built around the quantal-response model and fitted to the data from
Experiment 1 did not predict the users’ decisions for study 2 accurately enough Based
on the behavioral model, the Realized Efficiencyfrom the UI optimized for optimal
play should have been sigmficantly lower than the Realized Efficiencywhen playing
the game with the Ul optimized for sub-optimal Ul Section 3 4 2, which contains the
analysis of the various behavioral factors on the user’s decision making performance,
offers a possible explanation for this effect The Ul optimization was based on the

quantal-response model which only takes the Q-values of the different choices into
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account It does not take mto account 1) the number of choices available, 2) the
relative or absolute position of the optimal choice, 3) whether the optimal choice had
a positive or negative value, 4) the value of the choice one above the optimal choice,
etc , even though we have found that all of these factors are highly statistically sig-
nificant for the users’ decision performance Thus, one possible explanation 1s that
the behavioral model we used was too simple, and didn’t capture enough of the users’
behavior to suffice for a good UI optimization

Let’s now take a more detailed look at the efficiency results Table 3 14 provides at
least a partial explanation for what happened By re-optimizing the Ul, we decrease
the optimal efficiency (achievable for a perfectly rational player) from 1 0218 to 0 7819
Thus, we “took away” approximately $0 24 per game However, we never expected the
users to come even close to the optimal efficiency values, but mstead, based on our user
model learned from study 1, we expected the users to do better in the re-optimized
game such that the Realized Efficiencywould actually increase However, as we can
see 1 the last column of 3 14, the Realized Efficiencyalso dropped from 0 42 to 0 3296
Thus, relative to the optimal efficiency, the users did better in the re-optimized game,
however, 1n absolute terms, they still did worse A potential explanation 1s that the
users 1n study 2 acted “more rationally” than the users in study 1 However, the
best fitting A-parameters for study 1 and study 2 were very similar, and thus, the
data does not support this hypothesis Yet, we found another interesting result As
before 1n study 1, we computed a A,-parameter for each user in study 2, as well as
one A corresponding to the best fit across all users In addition, we compute a binary

variable smallLambda for each user which denotes whether that user’s X 1s smaller or
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Table 3 14 Ul-Optimization FEffects on optimal and realized Efficiency

| OptvmazedForSubOpt? || Optimal Efficiency | Realized Efficiency |

no 10218 0 4200
yes 07819 0 3296

larger than the average lambda, 1 e, SmallLambda denotes whether the user belongs
to the more rational or to the less rational group of users Consider now column (3)
of Table 3 13 where we also analyze the interaction effect of OptimizedForSubOpt and
SmallLambda We now see that for SmallLambda=0 (1 e , for the more rational users)
the effect of OptimazedForSubOpt 1s particularly negative, 1 e , for those users we made
the game a lot worse by doing the re-optimization However, for SmallLambda=1 (1 e,
the less rational users) the effect of OptimizedForSubOpt 1s close to zero, and 1 fact
not statistically sigmficant Thus, the data suggests that the less rational users did
as well in the game whose Ul was optimized for behavioral play as in the game whose

UI was optimized for optimal play

3.5 Summary

In this chapter, we have introduced a new research agenda on “market user inter-
face design” Our goal 1s to understand how UI design choices for market environ-
ments affect users’ abilities to make good economic decisions, and how we can develop
automated methods to optimize market user interfaces In studying this question, 1t
1s crucial to take the human nature of market participants into account, 1 e , deviating
from a perfectly ration agent model Thus, our research explores a very complex space

where human limited cognition meets computing This 1s a largely unstudied research
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area with huge opportumties for work at the intersection of market design, intelligent
agent systems, Ul design, and behavioral economics We situate our study in a 3G
bandwidth market where users can make different choices regarding bandwidth speed
on their smartphones for different prices We designed a multi-step market game and
ran a behavioral economics lab experiment with 53 users, testing the effect of four
different design levers The game can formally be modeled as an MDP and thus our
work also provides msights into how well humans can play MDPs under time pressure
Our experimental results indicate that the users’ actions were highly correlated with
the Q-values of the choices available in the game, indicating that the users found very
good sequential policies In our analysis, we 1dentified a series of behavioral effects
Perhaps one of the most important results concern the users’ loss aversion without
exhibiting any learnming effects over time This finding raises concerns about users’
general ability to allocate a fixed budget over time 1n real-world domains

Finally, we tested the effect of four different market Ul design levers on users’ Real-
1zed Efficiency When changing the number of choices, the Realized Efficiencyincreases
as we go from 3 to 4 to 5 choices, and then shightly decreases as we go from 5 to 6
choices However, the decrease in efficiency was not statistically sigmificant Thus,
1t seems that after some pomnt, adding more choices (thereby making the UI more
complex), doesn’t help the user, and can potentially even hurt In future research,
we want to study the effect of changing the number of choices in even more detail,
running a similar experiment and adding 7 or 8 choices to the treatments to see 1f
efficiency merely plateaus at some point, or even starts to decrease again In a sec-

ond experiment, we studied the effect of the two design levers Fized vs Adaptive
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Chowces and UI Optvmazation Our results show that having adaptive rather than
fixed choice sets has a positive effect on users’ Realized Efficiency This 1s a positive
result, suggesting numerous applications where user interfaces could be tailored in
various ways to context-specific needs of the users In contrast, and quite surpris-
ingly, the UI that was optimized based on the behavioral model actually led to lower
Realized Efficiencythan the Ul optimized for optimal play By sphtting the partic-
1pants mnto less rational and more rational users, we traced the efficiency reduction
to the more rational users For those users, the re-optimized Ul led to sigmficantly
lower efficiency, while there was no statistically significant effect on efficiency for the
less rational users This naturally suggests a new research direction on “personalized
market user interfaces,” but we defer a more detailed discussion of this 1dea to the
future work section in Chapter 6

One key finding 1n this chapter was that behavioral effects play an important role
in users’ decision making processes For the design of optimal market user interfaces,
1t 18 clearly necessary to depart from the assumption that users are perfectly ratio-
nal and instead take therr cogmtive costs into account In the next chapter, we also
consider behavioral effects, however, of a different kind We study users’ social pref-
erences 1n community-based systems, departing from the standard assumption that
users are self-interested The particular domain we study 1s P2P file sharing, and one
of the main research questions 1s to determine the factors that are most predictive

for whether users act more selfishly or more altruistically
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Chapter 4

Selfishness vs. Altruism in P2P

File Sharing Networks

4.1 Introduction!

In 2002, Benkler [8] comned the term peer production to describe decentralized
collaborations among individuals that result in successful large-scale projects In
contrast to market-based and firm production, there are no price signals or manage-
rial hierarchies in peer production to organize the group of contributors Although
there 1s often httle or no monetary incentive to contribute, many peer production
systems flourish and have generated superior products (e g Linux, Wikipedia, Flickr,
YouTube, BitTorrent)

These peer production systems can be modeled as public goods games, 1 e, con-

!The material presented m this chapter 1s based on collaborations with David C Parkes and
Johan Pouwelse
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tribution games where the whole community of users benefits from imdividual con-
tributions, but where each user 1s best off not contributing Thus, from a standard
economics perspective, 1t 1s surprising that millions of people contribute to peer pro-
duction systems, even though free-riding would be easy because 1t 1s not penalized
Two standard assumptions in economics are a) that people are “selfish”, 1e, they
only care about their own well-being, and b) that people are “rational”, 1 e, they
always choose the best-possible actions available to them [34] Clearly, this model
fails to describe the behavior observed in peer production systems where it seems as
that users are not fully self-nterested, but have some kind of “social preferences”

It 1s common to use the term other-regarding preferences to describe the prefer-
ences of people whose behavior suggests that they do not only care about themselves
but also about the welfare of others Psychologists and behavioral economists have
identified three main reasons for other-regarding behavior 1) reciprocity (I am kind
to you if you are kind to me, I am mean to you if you are mean to me), 2) mequal-
ity aversion (people prefer outcomes where everybody gets similar payoffs), and 3)
pure altrwism (unconditional kindness, independent of the other actors’ previous or
future actions) Camerer and Fehr [12] present an excellent summary of lab studies
for various games, providing convincing evidence that people have other-regarding
preferences, at least when under observation in the lab

In this chapter, we are primarily interested in people’s behavior in public goods
games, because that 1s the most appropriate model for peer production systems like
Wikipedia or BitTorrent A standard public goods game can be described as follows

We have n > 2 players and each player 1s endowed with z dollars Each player can



Chapter 4 Selfishness vs Altruism wn P2P File Sharing Networks 160

make a contribution g, € [0,z] The sum of all contributions G = )", ¢, 1s doubled
and re-distributed equally to all players A game-theoretic model assuming rational
and self-interested players predicts that each player contributes 0 dollars This 1s
easy to see because for each dollar that player ¢ contributed, he will get less than one
dollar in return However, 1n lab experiments, the average contribution of players
1s about 50% of x A possible interpretation for this behavior 1s reciprocity players
expect a certain degree of cooperation from the other players and they reciprocate this
expected cooperation However, experiments have also shown that the contribution
rates go down over time 1if the public goods game 1s repeated

The particular public goods game we are interested in 15 “Peer-to-peer File Shar-
g’ Such systems are a good example of a peer production system that clearly
outperforms 1ts alternatives A P2P network can be used to distribute content (data
files, videos, mp3s) 1 a distributed manner In contrast to centralized server archi-
tectures where all users have to download files from the same server, in a P2P file
sharing network, servers are only used to maintain directories of popular files The
file download 1itself then happens in a distributed manner wvia all peers that have
(parts of) the desired file The efficiency of this system (download speed, availability)
hinges significantly on the number of peers that have a file and on how much upload
bandwidth these users make available Obwviously, on average, the upload/download
ratio across the whole P2P network must be balanced

Many P2P file sharing networks have trouble providing proper incentives for users
toupload This problem arises because providing upload bandwidth 1s costly for a user

in many ways His internet provider might impose a monthly himit on network traffic,
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Player 2
Cooperation mmp Free-Riding

Cooperation Good, Good Bad, Excellent

Player 1

Free-Riding | Excellent, Bad Bad, Bad

Figure 4 1 A simplified 1illustration of the file sharing public goods game

he might not be able to use other tools that need a good internet connection (e g,
Skype) efficiently, he might want to shut off lus computer when he 1s not actively
using 1t, or he might even be afraid of legislative consequences if he 1s uploading
copyrighted material All of these different costs are reasons why a (self-interested)
user does not have an unconditional incentive to upload Our research goal 18 to
understand which factors lead to higher contribution rates by individual users Our
long-term goal 18 to increase the efficiency of distributed systems that rely, at least in
part, on non-selfish user behavior

In the last decade, P2P file sharing protocols have evolved significantly from Nap-
ster, over FastTrack, Gnutella, Kazaa, and finally to BitTorrent While the incentives
for uploading differ from protocol to protocol, free-riding 1s a wide-spread problem 1n

all of them We can classify users mnto “cooperative” users that upload to the P2P
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commumty as much or more than they have consumed, and “free-riders” that try to
minimize the amount of upload bandwidth they provide while consuming at a much
gher rate To a sufficient degree of approximation, a public goods game 1s an appro-
priate model for P2P file sharing Consider Figure 4 1 where we display a simplified
and stylized version of this game with just 2 players Each player can decide to either
cooperate or free-ride If everyone cooperates, the overall health of the system 1s igh
and everyone benefits However, 1if a single player decides to free-ride, there 1s a small
disadvantage for the whole system (a hittle bit of missing upload bandwidth from that
player), but a big advantage for the free-rider (he can now use his bandwidth for other
tasks) Thus, assuming selfish-rational players, every player has a dominant strategy
to free-ride, and thus the only equilibrium of this game 1s for everyone to free-nde,
which obviously leads to a complete halt of the system (without any uploads, no one
can download anything)

However, while free-riding 1s a wide-spread phenomenon 1n file sharing networks,
not everyone free-rides In fact, some studies estimate that 25%-40% of the Internet
traffic 1s due to P2P file sharing traffic, indicating that these systems thrive Thus,
the question arises of why people contribute to P2P file sharing communities, if they
do not have to What percentage of these users behaves selfishly and what percentage
exhibits other-regarding preferences? How does this percentage depend on the trade-
off they perceive between personal and social benefit from being cooperative or a
free-rider? What other factors influence their decision? But most importantly, we
wanted to know whether the users of a P2P file sharing network actually understand

the nature of the public goods game they are playing, and whether that makes a
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difference for their behavior

4.1.1 Overview of Results

To answer all of these questions, we have designed and conducted an online field
experiment We have released a new file sharing chient which attracted 50,000 visitors
and resulted 1n 10,000 downloads of the new clhient FEach user was offered two versions
of the software, one that was more “selfish” and one that was more “cooperative ”
The cooperative chent was advertised as being able to download videos at normal
speed, while requiring the users to upload as much as they download The selfish
chent was advertised as being able to download videos at a faster speed (we varied
the speed-up between 0% and 45%), while allowing the users to minimize therr upload
to others After the users selected one of the two choices, we elicited whether they
had understood the nature of the public goods game they were playing

Via a multi-variate logistic regression analysis, we identify the main factors that
increased or decreased a user’s likelihood of selecting the selfish option The most
important factor was whether users understood the “tragedy-of-the-commons” aspect
of the public goods game for those users who understood the problem, the likelihood
of choosing the cooperative client was 16% points higher than for those who didn’t
The second most important factor was how much faster the selfish client was compared
to the cooperative chent Increasing the speed-up from 0% to 10% increased the
likelihood of choosing the selfish client by up to 15% pomnts However, we observe an
mteresting thresholding effect as increasing the speed-up further beyond 10% had no

significant effect on users’ behavior Other factors that are highly predictive for user
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behavior are age, country-of-origin, and the user’s operating system Our long-term
goal 1s to better understand users’ motivations for contributing in peer production

systems, to enable the design of better collaborative systems 1n the future

4.1.2 Related Work

Public goods games have been extensively studied in the lab [12], and lots of
evidence for other-regarding preferences has been found Researchers have also started
to examine social preferences via field experiments However, those experimental
designs are much more complicated and to date the research results are still somewhat
inconclusive (see, e g , DellaVigna et al [23]) More recently, economsts have begun
to develop formal models that take other-regarding utility functions mto account
The two standard approaches are to explicitly model either mequalty aversion or
reciprocity [26, 78]

While many peer production environments like Wikipedia, the Linux community,
or BitTorrent already work very well, some argue that introducing monetary payments
nto these systems could further increase their efficiency However, there 1s hittle evi-
dence to support this hypothesis Benkler [8] argues that in peer production domains,
intrinsic incentives are often more important than monetary incentives Some studies
even suggest that paying people can decrease mnstead of increase their contributions
[31] Thas effect 1s called “crowding out,” and describes the phenomenon that extrinsic
motivation via money might undermine the intrinsic motivation that was existent be-
fore It 1s likely that the crowding out effect 1s particularly strong in peer production

domains because there the intrinsic motivation of the users 1s an extremely important
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part of their utihty function But even in business environments, 1t 1s sometimes dif-
ficult to incentivize people via monetary payments For example, Cowgill et al [19]
report that for the internal prediction market at Google, the employees were more ex-
cited about getting a T-shirt proving their participation than getting a $1,000 check,
which ties 1n micely with the hterature on “awards as compensation” [30] Clearly,
there are non-monetary incentives at play

P2P file sharing networks belong to one of the most widely-studied peer production
systems We already mentioned the public goods nature of these systems, and the
mussing incentives for uploading for a self-interested user To date, all P2P file sharing
systems being used 1n the real-world suffer, in one way or another, from misaligned
mcentives In their famous study of the Gnutella file sharing network, Adar and
Huberman [2] have shown that approximately 70% of the users shared no files at
all  Furthermore they found that almost 50% of the total traffic came from only
1% of the peers Thus, a significant part of the file sharing community was “free-
rniding” (only downloading, not uploading) Simularly, in their study of the BitTorrent
network, Pouwelse et al [76] found that more than 80% of the BitTorrent users go
offline once they have fimshed downloading and more than 97% go offline within 10
hours after finishing the download These missing incentives for uploading are not
only of theoretical importance but have significant effects on the efficiency of P2P file
sharing networks 1n practice A better understanding of how users decide whether
to contribute or not would help us in the design of more efficient P2P file sharing

systems 1n particular, and peer production systems in general
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4.2 Experiment Design

For the description of this experiment we use the terms “altruistic” or ”cooper-
ative” to describe users that choose to upload files to others and “selfish” or “self-
mterested” to describe those that choose not to do so (1 e, to free-ride) Thus, we
only use these words to describe a one-time decision by the users and we do not 1imply
any far-ranging psychological classifications

The main way we sought to examine selfish vs altrwstic behavior among P2P
file sharing users was by having them exphcitly choose between two options, 1 e, by
having them make a conscious decision between clearly altruistic or selfish behavior
This 1s 1n stark contrast to all of the prior field experiments on P2P file sharing
which show exactly how much users contribute, but do not reveal why they make
those choices In particular, if a user decides to free-ride, this could be because he
himself has made that choice consciously, or because his best friend has told him to
un-select the upload box 1n his file sharing software, or because he has downloaded a
particular file sharing apphcation that does not upload to other users to begin with
(as a default)

To study, in the field, how users make a choice between cooperating and free-
riding, we released a new P2P file sharing chent in two different versions the selfish
model and the cooperative model We then observed the users’ download choice
and subsequently asked them to fill out a short survey The file sharing application
we released 1s called Tribler, being developed as part of a large research project at
the Technical Unmiversity of Delft in the Netherlands Tribler continuously tries to

mnovate by adding new features to their software, including such things as integrated



Chapter 4 Selfishness vs Altruism wn P2P File Sharing Networks 167

search of Youtube or LiveLeak, automatic taste recognition, social networks features
built directly into the application, and so forth Due to these advanced features, we
were able to advertise their newest release as a new form of Internet-TV

In fact, the Tribler team developed two shghtly different versions of their software,
where the “selfish” version included an implementation of the Tor anonymity network,
which allowed that version to get shghtly higher download speeds, at least imitially
We felt that actually having two different versions was necessary for two reasons 1)
we wanted to mmnimize the amount of deception mnvolved 1n the experiment, and 2)
we were afraid that some users would download both versions of the software and
check whether they were actually different or not (and 1n fact, thus did happen)

On August 29th, 2007, we released the new Tribler version exclusively from our
speaially designed webpage on a dedicated Harvard web server at tv seas harvard edu
One major concern during the experiment design phase was that the number of par-
ticipants would be too low to achieve any statistical significance Thus, we put a lot
of effort mto assuring that the release of the new Tribler version was well-publicized
We 1ssued a Harvard press release describing our joint research efforts to improve the
efficiency of P2P file sharing systems with a pomnter to our website This resulted 1n a
series of articles on prominent websites such as BBC Technology, Slashdot, and New
Scientist, which drove a lot of traffic to our website Furthermore, we tried repeat-
edly to get one of these articles on the frontpage of Digg com, a social bookmarking
website In the end, we succeeded in getting three different articles featured on the
frontpage of Digg com, which also drove a lot of traffic to our website

For the design of the website 1itself, we had to make sure that 1t was attractive
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Figure 4 2 A screenshot of the frontpage of the tv seas harvard edu website

enough for users to download the new software and clear enough that users could
make a consclous decision about the two different download versions, while making
sure that we did not use any strong visual or textual cues that would bias the visitors
of our website towards the selfish or the cooperative chent In particular, we could

[43

not describe the two options as the “ selfish version” and the “cooperative version,”
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because we would have influenced the users sigmificantly Thus, we put a lot of thought
mto the appropriate wording for the two download options, seeking to make them as
neutral as possible while still succinctly explaining the two choices See Figure 4 2
for a screenshot of our website Note that the advertised speed-up (here 35%) varied
across users

The users had to select one of the two download choices and then click on the
large download button If a user chcked on the download button without having
made a choice beforehand, a warning message would show up, telling the user that
he must make a decision on which version to download first The descriptions of the
two download choices were chosen to explicitly set up a one-shot public goods game
The wording was chosen to suggest that the users would download an application
with a fixed setting controlling how 1t behaved with respect to upload and download
behavior The one-shot nature of the game was intended to make sure there was a
strictly dominant strategy for a selfish-rational player, namely to download the version
of the software that mimimizes the uploads to others and downloads the videos faster
than the other version Thus, the only equlibrium of the game as we set 1t up was
for all users to choose the selfish version If we had told the users beforehand that
they could change the behavior of their software later, the problem would have turned
mto a repeated game where users could react to the behavior of other users In such
games there exist multiple more complicated equilibna, a situation that we wanted
to avoid

Once a user successfully started the download of one of the two software versions,

he was simultaneously forwarded to a survey consisting of 7 questions We needed
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BBC Technology Torrentfreak Digg com Nu nl Other
Tv seas harvard edu ~ 47 000 website visits

]

Downioaded Client ~ 10 500 distinct downloads

Filled out Survey ~ 5 500 distinct surveys
!
¥
P2P User + Understood Game ~ 1 500 filtered surveys

Figure 4 3 The filter chain for the experiment

this survey to be able to filter our participants For example, we needed to know 1f
they had ever used P2P software before and were thus at least vaguely familiar with
the P2P concept Furthermore, we wanted to know if they understood the download
decision they had made on the first page This was particularly mteresting when 1t
came to seeing how the behavior of informed vs uminformed players differed in this
game

The design of the survey posed a series of new challenges, 1n particular because we
wanted to make sure users did not suspect that the exercise was an expernment Thus,
we could not use any kind of suspicious wording n either our press release, website
design, or survey design We decided to call this a “Software Improvement Survey,”
to mdicate that we wanted users to answer the questions truthfully so that we would

be able to produce better quality software in the future We therefore put a lot of
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thought mto how best to disguise the intent of the question regarding whether they
understood the download decision they made The exact wording of this question 1s
described further below

See Figure 4 3 for an overview of the complete filter chain the users came from a
variety of websites and in total we had approximately 47,000 unique visitors More
than 10,000 of those chose to download one of the two clients, and more than 50% of
those that downloaded the software filled out the survey A possible explanation for
this surprisingly high number of completed surveys 1s that downloading the software
itself probably took most users 1-2 minutes, which 1s about the same amount of time
1t took the average user to complete the survey Thus, 1t 1s possible that most users
did not mind filling out the survey while waiting for the download to complete

We varied the text describing the two download options depending on the IP
address of the visitors The screenshot shown 1n Figure 4 2 tells the visitor that the
selfish version 1s 35% faster than the cooperative version We varied this “stimulus”
between 0% and 45% 1n steps of 5 percentage pomnts Thus, we had 10 different
experimental groups, where the 0% group was somewhat special in that we also
had to adjust the question regarding whether those users understood the download
decision Figures 4 5 and 4 4 give screenshots of the download options shown to the
0-percent and the 35-percent group together with the corresponding question number
5 1n the survey

Figure 4 4 shows the download options and the corresponding question testing
the users’ understanding for the 35% speed-up treatment The user could either

choose “Upload as much as you download and download videos at normal speed“
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Figure 4 4 Download options and corresponding survey question for the 35% group

(the cooperative version) or “Mimmize your upload to others and Download videos
% faster” (the selfish version), where « was varied between 5 and 45 We randomized
which of the two options appeared on the left or on the rnght The corresponding
question 1n the survey was changed shghtly to “What do you think would happen
if most users would download the faster file sharing chent?” Note that this 1s a
quite difficult question If a user did not read or understand the choices on the first
page and tried to answer the question based simply on the phrasing of the question,
he would choose an mcorrect answer, because 1t seems mtuitive that faster chents
lead to faster downloads Only if a user carefully read the description on the first
page, understood 1ts implications, and remembered all of that once he got to question

number 5 1n the survey, would he be able to answer the question correctly
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Figure 45 Download options and corresponding survey question for the 0% group

Figure 4 5 shows the download options and the corresponding question testing the
users’ understanding for the 0% speed-up The users could either choose “Upload as
much as you download” (the cooperative version) or “Mimimize your upload to others”
(the selfish version) We beheve that this wording is as neutral as possible while still
being clear about the available choices The corresponding question 1n the survey asks,
“What do you think would happen 1f most users would download the file sharing client
that mumimizes upload to others?” Of course, the correct answer to this question is
“Most users could download videos at low speed,” because 1f most people free-ride the
system performance degrades Note that answering this question correctly 1s much
easier than for the corresponding question m the 0% speed-up treatment In fact, this

difference in difficulty with regards to answering the question correctly was observed
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in the data About 66% of the users answered the question correctly if they were 1n
the 0% category For all other speed-up values, on average about 33% answered the
question correctly We will later see i the regression analysis, that users are not just

getting the answer right by chance

4.3 Results: Selfishness vs. Altruism

In this section, we describe 1n the detail the results from analyzing the data from
the field experiment For the statistical data analysis, we performed a binary logistic
regression with Selection Value as the dependent variable The Selection Value equals

1 1f the participants selected the “selfish” client, and 0 otherwise

4.3.1 Speed-up: from 0% to 45%

The first factor we consider 1s the speed-up, which we varied between 0% and 45%
Consider Figure 4 6 where we plot the speed-up on the x-axis and the population
likelihood for selection the selfish client on the y-axis Note that in this graph we
have not connected the data points for 0% and 5% speed-up to indicate that for these
two data points more than just the stimulus has changed However, 1n the remaining
graphs we will connect the two data points for ssmplicity

For this graph, we used all data points where the users reported they had used a
P2P client before, and where the users had answered question 5 correctly, 1 e, they
understood the public goods game they had just played In some sense, this subset
of the population was the most knowledgeable one, 1 e , those users were most likely

to make an mformed decision between the two clients we offered them We see that
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Figure 4 6 Dependency between the stimulus (speed-up %) and selfishness (1 e, the
percentage of users selecting the selfish chient) Based on users who had used a P2P file
sharing client before and understood the nature of the public goods game (N=1349)

with 0% speed-up, approximately 40% of the population chooses the selfish chent
This 1s rational for a selfish player because even though the download speed 1s not
larger than for the cooperative player, uploading to other players also mcurs a cost
that 1s mimimized with the selfish version When increasing the stimulus from 0% to
5% to 10%, we see that the percentage of selfish players increases by approximately
10 percentage pomnts 1n each step up to almost 60% for the 10% speed-up stimulus
Thus, there 18 a signmificant part of the population that cares about personal download
speed—more so than about the well-being of the P2P community

What 1s surprising 1s that beyond the 10% speed-up stimulus, the percentage
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Figure 4 7 Dependency between the stimulus (speed-up %) and selfishness (1 e, the
percentage of users selecting the selfish chent) Comparing all users who downloaded
any client (N=10,359) with those users who also filled out the survey (N=>5,074)

of selfish players stays more or less constant, at around 59% Thus, those 20% of
the users who make a decision contingent on the speedup already choosc the selfish
version when the stimulus 1s as low as 10% For the remaiming 80% of the population,

the speed-up value does not seem to impact thewr download decision, 1€, they either

always choose the selfish client or always the cooperative chent

All Results vs Survey Results Note that the result we presented in Figure
4 6 was based on 1,349 users who, according to their survey answers, had used P2P

software before and understood the free-riding problem Thus, we only evaluated the
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Table 41 Binary Logistic Regression for the dependent variable Selection Value
Showing the effect for independent varables Speed-up, Has Used P2P Before, and
Understood Public Goods Game Standard errors are given in parentheses under the

coefficients

the **5% level, the ***1% level, and at the ****0 1% level

The mdividual coefficient 1s statistically significant at the *10% level,

Factors (1) (2) 3) (4)
B | Exp(B) B | Exp(B) B [ Exp(B) B | Exp(B)

Constant 0 365%*** [ 1 440**** 0071 1073 0 238* 1268* [ 0 508**** [ 1 661****

(0 057) (0 075) (0 122) (0 126)
Speed-up 0 064%*** [ 1 066**** | 0 289**** | ] 335%*** | ( 200%*** | ] 336**** [ O 217F¥*F* | 1 243%***
(5% step) (0 011) (0 040) (0 040) (0 041)
Speed-up squared -0 025%*F% | 0 g75**** [0 025%*** [ 0 975**** [0 019%*** [ 0 981 ****
(5% step) (0 004) (0 004) (0 004)
Has Used -0 185* 0 831* -0 107 0 899
P2P Before (0 106) (0 107)
Understood Public -0 626%*** [ 0 535%***
Goods Game (0 067)
Fit (Nagelkerke R2) 0010 0020 0 021 0 045
Cases Considered n=4772 n=4772 n=4772 n=4772

“expert users,” so to speak A valid concern 1s that the data evaluation 1s biased
because users who are willing to fill out a survey might be more cooperative to begin
with To see if there was an mherent bias, we compared the results for the 5,074
users who did fill out the survey with the results from the whole user population
that downloaded the software The results of this comparison are shown in Figure
47 We see that the two curves lie almost perfectly on top of each other Thus, 1t
seems that there 1s no self-selection bias introduced by the survey process A possible
explanation for this result 1s that users could fill out the survey while waiting for their

download to complete and thus the extra cost for filing out the survey was low

Statistical Analysis of Speed-up Now consider Table 4 1 where we present the
results of running a binary logistic regression for the dependent varable Selection
Value to see if the results we just saw graphically are indeed statistically significant
The results in this table are based on all data points for which we have valid survey

results (n=4772) Consider column (1) where we only added the Speed-up factor
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to the regression We see that the speed-up has a statistically significant positive
effect on the selection value, 1 e, the higher the speed-up the more likely the users
were to choose the selfish chent If we consider the odds ratio, 1 e, Exp(B), we see
that a 5% speed-up increase corresponds to an increase of about 7% 1n the odds of
selecting the selfish client However, we saw i Figures 4 6 and 4 7 that the effect
of increasing the speed-up 1s particularly large when going from 0% to 5% to 10%,
but then essentially levels off To account for this in the regression analysis, we add
a quadratic term Speed-up squared to the regression Consider now column (2) of
Table 4 1 where we see that both the linear and the quadratic terms are statistically
significant The linear term has a positive coefficient and the quadratic term has a
negative coefficient, thus, confirming what we already saw visually from the graphs,
that the effect 1s particularly large at the beginning and then plateaus

Now consider column (3) of Table 4 1 where we added the bmary factor Has Used
P2P Before, which 1s based on the voluntary answer that users gave for question 1 on
the survey We see that this factor 1s also statistically significant, but has a negative
effect on Selection Value Thus, those users who reported they had used a P2P file
sharing client before were much less likely to select the selfish chent (corresponding
to an odds reduction of about 17%) Note that the coefficient estimates for the
other factors have remained very stable and the effects are still highly statistically

sigruficant
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Figure 4 8 Dependency between the stimulus (speed-up %) and selfishness (1 e, the
percentage of users selecting the selfish chent) Comparing users who understood the
public goods game (N=1,394) with those who did not (N= 3,080)

4.3.2 Understanding the Public Goods Game

We now move on to the analysis of the most interesting factor whether the user
understood the P2P public goods game or not Recall that we included a
somewhat tricky question eliciting this information from the survey, so that we would
be able to separate out the informed users from the uninformed users Now, 1t could
have well been that this question was either too complicated to understand/answer or
that there 1s actually no sigmificant difference between users who answered correctly or

incorrectly In fact, our data strongly suggests otherwise, a fact that might well have
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important implications for future systems design Figure 4 8 shows the comparison
between the 1,394 users who used P2P before and understood the download choice
and the 3,080 users who used P2P before but did not understand the download choice
We can clearly see the separation of the two data lines by on average of 15 percentage
points Thus, users who understood the free-riding problem were much more altruistic
than the other users

Now consider column (4) of Table 4 1 where we added the binary factor Under-
stood Public Goods Game to the logistic regression This factor was 1 1f the users had
answered question 5 of the survey correctly, and 0 otherwise Now two interesting
things happen First, the factor Has Used P2P Before 1s no longer statistically signif-
1cant, as it was correlated with the new factor Thus, going forward we will exclude
this factor when controlling for Understood the Public Goods Game But more impor-
tantly, the factor Understood Public Goods Game has a highly statistically significant
negative effect Consider the odds ratio holding everything else constant, the odds
for selecting the selfish client were only half as high when the user understood the
public goods game, compared to when he did not Thus, a user who had understood

the underlying public goods game was much more likely to select the altruistic chient

4.3.3 Age

The next factor we consider 1s the participants’ age, as self-reported on the survey
The average age was about 29 years, and in fact more than 50% of the users were
between 20 and 30 years old Thus, when making general statements about user

populations we must be aware of the fact that while we are getting a good sample
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Figure 4 9 Distribution of users by age We are only considering users who had used
a P2P file sharing client before, who understood the public goods game, and who
reported an age between 10 and 80 N=1,335

of the typical P2P user population, this 1s not a representative sample of the whole

internet population

Note that this age data might be noisy, given that we do not expect everybody
to enter his true age when filling out the survey For the analysis, we eliminated
all responses that stated an age below 10 years or above 80 years Now, consider
column (1) in Table 4 2 where we added Age to the regression, while still controlling
for Speed-up and Understood the Public Goods Game We see that the factor has a

small but highly statistically significant effect on the selection value Looking at the
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Table 42 Binary Logistic Regression for the dependent variable Selection Value
Showing the effect of independent variables Age, Operating System and Country
Standard errors are given in parentheses under the coefficients The individual coef-
ficient 1s statistically sigmficant at the *10% level, the **5% level the ***1% level,
and at the ****0 1% level

Factors (1) (2) (3)
B [ Exp(B) B | Exp(B) B [ Exp(B)
const " 0 731**** 2 077**** 0 718**** 2 051**** 0 847**** 2 332****
an (0 120) (0 124) (0 145)
S d (5? ste ) 0 209**** 1 233**** O 211**** 1 235**** 0 193**** 1 213****
peed-up {v7o step (0 041) (0 041) (0 046)
_0 018**** 0 982**** _0 018**** 0 982**** _0 016**** 0 984****
Speed-up squared (5% step) (0 004) (0 004) (0 005)
_0 673**** 0 510**** -0 661**** 0 516**** -0 672**** 0 511****
Understood Public Goods Game (0 068) (0 070) (0 078)
A -0 010%*** | 0 990**** | 0 010**** | 0 990**** | -0 008*** 0 992***
&e (0 003) (0 003) (0 003)
Operating System = Windows 0 1 0 !
_ -0 214%* 0 807** -0 275%* 0 760**
Operating System = Linux (0 101) (0 113)
_ 0 210%** 1 234%** 0 179** 1 196**
Operating System = Mac (0 082) (0091)
Country = US 0 L
-0 287 0751
Country = Austraha (0 184)
-0 208 0 751
Country = Brazil (0 230)
R ETT3 ETT3
Country = Canada 0([;1?;1) 0622
n ET 33 ET T3
Country = China (2(;11;?8’4) 0476
Country = Germany (—(? 85854) 0919
Country = Spain (_(? 1278,?) 0751
K FRAE FTTT3
Country = Great Britain 0(3518 14) 0572
— 0181 1198
Country = India (0 270)
Country = The Netherlands (8 ?gg) 1043
Country = Norway (_é) 1112,;) 0 886
_ 0 9317 |0 394%%
Country = Sweden (0 187)
Fit (Nagelkerke R?) 0048 0 051 0072
n=4708 n=4593 n=3706
Cases Considered 10 < Age < 80 10 < Age < 80 10 < Age < 80
OSe {win,max,linux} OS¢ {win,max,inux}
Frequency{Country)>100

odds ratio, we see that one year of age corresponds to a reduction in the odds for

selecting the selfish chient by 1% Thus, the older participants were more altruistic
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Figure 4 10 Dependency between the stimulus (speed-up %) and selfishness (1€,
the percentage of users selecting the selfish chient) Comparing users with different
operating systems (Linux, Windows, and Mac)

4.3.4 Operating System

The next factor we consider 1s the user’s operating system Counsider Figure 4 10
where we plot three hnes corresponding to the three operating systems Windows,
Max, and Linux We see very clearly that the line corresponding to the Linux users
1s consistently the lowest, which means that the Linux users are the most cooperative
ones The Mac users seem to be the most selfish, while the Windows users fall exactly
mto the middle between the Linux and the Mac line Consider now column (2) of
Table 4 2 where we added the factor Operating System to the regression analysis

Again, the results are confirmed, with high statistical sigmificance Controlling for
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all the other factors, we see that relative to the Windows users, the Linux users are
much more likely to choose the cooperative client (odds ratio decrease by 24%), and
the Mac users are much more likely to choose the selfish client (odds ratio increase by
20%) Obwiously, we are only observing correlations here, but at least the result that
the Linux users were the most cooperative users 1s very mtuitive After all, Linux
itself 1s a prototypical peer production system and has managed to build a strong

sense of community among its users

4.3.5 Country of Origin

The last factor we consider 1s the user’s country of origin  Via the user’s IP address
we were able to determine their country (this IP to country mapping 1s imperfect but
good enough for our purposes here) We had visitors from approximately 50 different
countries and for most of those we did not have enough data to get statistically sig-
nificant results For the following analysis we filtered the data and only considered
those entries from countries with at least 50 data points (the effects for countries with
less than 50 data points were generally not statistically sigmficant) Consider column
(3) of Table 4 2 where we added the Country variable to the regression analysis All
coefficient estimates are relative to Country=US We see that while the differences be-
tween most countries and the US are not statistically sigmficant, there are 4 countries
that show a highly statistically sigmficant effect (p < 001 or p < 0001) Canada,
China, Great Britain, and Sweden For all of these countries, the effect on Selection
Value was negative, 1 e , participants from these countries were more hkely to choose

the cooperative client than participants from the US The effect 1s most pronounced
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for Sweden Considering the odds ratio, we see that the odds for participants from
Sweden were 60% lower than the odds for participants from the US

Of course we are only observing correlations here, but we can think of at least three
possible explanations for the effects we are seemng First, 1s makes sense that users
from more socialist countries hke Sweden are cooperative to a higher degree, since in
that sort of nation the idea of community and sharing resources in a fair manner 1s
much more common than 1n capitalistic countries like the US A second reason might
be the different legal situations in those countries While downloading copyrighted
material 1n Sweden or Canada 1s relatively safe, such users in the US have to fear
much more severe consequences should they get caught A third reason might be the
different broadband connections in the different countries In Sweden and Canada
for example, most mnternet users have high-speed broadband connections, particularly
with respect to the upload capacity, and thus they do not suffer significant negative

consequences 1f they upload to a P2P file sharing systems

4.4 Summary

In this chapter, we have described an onhine field experiment to study the degree
of selfishness and altruism among P2P file sharing users We have seen that, at least a
subset of P2P file sharing users consider the trade-off between the personal and soci-
etal effects of their choices Our experimental results have shown that approximately
30-40% of the users will always make the altruistic choice, while about 40-50% of the
users will always make the selfish choice However, the data suggests that about 20%

of the users make their decision, dependent on the particular trade-off they perceive
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Figure 4 11 And what did the experts think ? Dependency between the stimulus
(speed-up %) and selfishness (1 e , the percentage of users selecting the selfish chent)
based on the predictions of experts (N=20) m the field

between how much a choice helps themselves and how much 1t helps/hurts the rest of
the community This result was far from obvious before running the experiment In
fact, we conducted a survey among 20 experts, and there was no agreement regarding
what to expect from the experiment (see Figure 4 11)

We have also seen that we can assign different “priors” to different groups of
the P2P community regarding their expected degree of selfishness For example, we
found that younger people are more selfish, Linux users are more cooperative, and

that even from country to country the behavior differs sigmificantly Probably the
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most interesting and most important finding 1s, that users who understand the free-
riding problem, 1 e, the nature of the public goods game, were sigmficantly more
likely to cooperate This result may have interesting consequences for the design of
peer production systems and community-based markets It 1s conceivable that by
properly educating users about the consequences of their actions, once could increase
the rate of cooperation However, we defer a more detailed discussion of this 1dea to
the future work section of Chapter 6

Although we have shown that many P2P file sharing users exhibit social prefer-
ences, systems that purely rely on voluntary contributions are generally very brittle
Oftentiumes, the long-term viability of such systems 1s in danger, if the personal and
the societal incentives are very misaligned In the next chapter, we address this prob-
lem by studying work accounting mechanisms for distributed work systems such as a
P2P file sharing network The goal 1s to prevent free-riding and to mncentivize each
user of the system to give back as much as he consumes By aligning the personal

and societal incentives 1 a switable way, we significantly increase system efficiency



Chapter 5

Work Accounting Mechanisms

5.1 Introduction!

Distributed work systems arise 1n many places, for example in peer-to-peer (P2P)
file sharing networks like BitTorrent, where users upload and download files to and
from other users, or in ad-hoc wireless networks where individual peers route data
packages for each other Of course, the total amount of work performed by a popula-
tion must equal the total amount of work consumed Moreover, while some degree of
free-riding may be acceptable, the long-term viability of distributed work systems re-
lies on roughly balanced work contributions Otherwise, strategic agents may seek to
free-ride on the system, 1 e , mimmimize the work they perform for others and maxirmze
the work they consume

Current systems, including BitTorrent, often enforce temporally-local balances,

!The material presented m this chapter 1s based on collaborations with David C Parkes, Michel
Meulpolder, and Jie Tang

188
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e g, via fair exchange protocols where agent A only continues to perform work for
agent B 1if agent B reciprocates immmediately This “local balance” mtroduces a large
inefficiency Users are limited to consuming work at a rate at which they can them-
selves produce work, must be able to simultaneously consume and produce work, and
cannot perform work and store credits for future consumption Pouwelse et al [76]
found that this incentive problem has significant effects m practice as more than
80% of BitTorrent users go offline immediately once they have finished downloading
Accounting mechamisms solve this problem by keeping long-term tallies of work per-
formed and consumed by each user This gives users an incentive to share even after
they have finished downloading, and thus increases system efficiency

A particular challenge occurs when the interactions are bilateral and there 1s no
abihity for a third party to momitor the activities We consider distributed work sys-
tems where agents perform small units of work for each other (e g, transmitting a
few bytes), for hiimted periods of time (e g, a few seconds or minutes), where no
contract covers the imteractions, and where no real or virtual currency can be used,
because the institutional requirements for the exchange of payments are not available
Furthermore, we assume that there 1s no a prior1 trust relationship between agents,
and that an agent can only earn trust by performing work Because accounting mech-
amsms rely on voluntary reports, however, a major challenge 1s to provide robustness
against strategic manmipulations The two manipulations we consider are musreports,
where an agent overstates the amount of work contributed or consumed, and sybil
manspulations, where am agent creates fake sybils (or copies of 1tself) We design

accounting mechanisms that are incentive-compatible, 1n the sense that no agent has
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an incentive to manmipulate the mechanism

5.1.1 Accounting vs. Reputation Mechanisms

Misreport and sybil manipulations are well-studied 1n the related hiterature on
trust and reputation mechanisms [32] However, the results from this hterature do
not translate to accounting mechamisms First, in distributed work systems, every
positwve report by A about his interaction with B, 1e, B performed work for A, 1s
simultaneously a negative report about A, 1e, A received work from B This funda-
mental tension 1s not present in reputation mechanisms Second, sybil mampulations
are much more powerful against accounting mechamsms For a search engine, the pri-
mary concern 1s that an agent could increase the reputation of 1ts website by creating
a set of sybils that are linking to the original website, but an agent does not care
about the reputation of the sybils themselves In a distributed work system, in con-
trast, if an agent can create sybils with a positive score, then these sybils can receive
work from other users without negatively affecting the score of the original agent
While various reputation mechanisms have been proposed that are sybil-proof (e g,
maxflow, itting-time [16, 97]), these results do not translate to accounting mecha-
msms Third, once an agent has a lugh reputation 1t can benefit from that for a long
time For example, a website with a high PageRank [72] benefits from lots of visitors
without affecting 1ts reputation In distributed work systems, 1in contrast, an agent
benefits from a high score by getting priority for receiving work i the future, which
i turn decreases 1ts score again Thus, accounting scores are inherently temporary

Finally, and somewhat informally, the essence of accurate reputation aggregation 1s
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the operation of averaging whereas the essence of accurate accounting 1s the operation
of addition In a reputation system like eBay, individual users provide feedback about
each other, and the individual feedback reports of two different agents regarding a
third agent could be very different The task of the reputation system 1s to aggre-
gate multiple reports into one overall reputation score, 1n a sense, “averaging” over
all reports In contrast, in distributed work systems, multiple reports about work
consumed or performed by an agent need to be “added together”, to determine the

overall net contributions of that agent

5.1.2 Real-World Applications for Accounting Mechanisms

There are many application domains where accounting mechamsms can help to
provide proper mncentives and increase overall system efficiency For example, the
performance of P2P file sharing systems crucially depends on the contribution of
resources by their participating users Free-riding 1s a well-known 1ssue in P2P re-
search, 1ts effects have been empirically measured [2, 89] and extensively analyzed
[5, 27, 57, 64] None of the existing decentralized systems provides 1ts users with
a long-term 1ncentive to upload data to others [68], which results in large efficiency
losses 1n practice Centralized systems ke private BitTorrent trackers [67, 110] have
managed to sustain long-term contributions from 1ts members, even though many of
them can be manipulated 1n various ways However, these systems generally assume
some kind of central momtoring which we do not assume, and a formal study of these
systems has been missing such that the incentives at play are still unclear

A possible future application for accounting mechanisms 1s content distribution
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i 3G networks 3G bandwidth 1s a very scarce resource and downloading data via a
3G network 1s relatively slow and requires a lot of battery power from a smartphone
or similar device In contrast, Wifi networks are cheap and fast, and smartphones
require much less battery power to connect to a Wifi network than to a 3G network
There 1s potential to use ad-hoc wireless networks to distribute certain data instead
of using 3G bandwidth [7] Imagine, you are at the train station at 9am in the
morning, and lots of people are downloading the news, the weather, etc onto their
smartphones In such situations, the efficiency can be increased 1if only one of the
users downloads the data via the 3G, and then (automatically) distributes 1t via ad-
hoc Whfi connections to the other users However, given that 3G connections are
costly for the user (draiming the battery, and accumulating MBs that count towards
the monthly download hmit), with a naive implementation, no user would hike to
be the one who downloads and then distributes the data via 3G A similar problem
arises 1n an application proposed by Webb et al [107], where multiple 3G antennas
are shared to increase the download speed for an individual user Again, with a naive
1mmplementation, 1t would be to a user’s disadvantage to permit others to use the 3G
connection on his device Using accounting mechanisms, these incentive problems
can be solved, balancing the work load over time, and giving each user an incentive
to consume and perform work at different points in time

A third potential apphcation concerns routing in ad-hoc networks Imagine you
need to set up a communication network 1n an area without existing commumecation
infrastructure, for example, 1n an area that has just been hit by a natural disaster or

m a war zone In such situations, oftentimes different orgamzational units, potentially
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from different countries, set-up camps next to each other, but have no direct rela-
tionship with each other Ad-hoc wireless networks are a very efficient way of quuickly
estabhishing a communication network in these situations However, bandwidth will
generally be scarce, and routing data from other organizational units through your
own network might reduce the amount of bandwidth you can use yourself Again, a
properly designed accounting mechanism can address this problem by making sure
that over time, each network routes approximately the same amount of data, thereby
providing an incentive to collaborate

Accounting mechanisms can also be applied in domains that involve larger units
of work by human agents, but where formal contracts or monetary transfers are
undestrable for some exogenous reason Consider a carpooling network where drivers
pick up and drop off passengers at different locations in a city According to the
website of the Casual Carpool Sites from the Bay Area®, no monetary payments are
made from passengers to drivers, except for shares of the tolls While participating
In this network as a passenger seems very attractive, the drivers also have some
advantages, including the passengers’ shares of the tolls and the right to use car-
pooling lanes Still, there seems to be more demand than supply, as 1s indicative by
the warning on the website not to “line-jump” By using an accounting mechanism
that gives priority to passengers that have themselves offered rides to others in the

past, proper mcentives for becoming a driver could be established

2http //www ridenow org/carpool
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5.1.3 Outline and Overview of Results

In this chapter, we present a theoretical and experimental analysis of account-
ing mechamsms for distributed work systems In Section 5 2 we formalize the con-
cept of a distributed work system and introduce BARTERCAST, a fully decentralized,
lightweight information exchange system used here for gossiping voluntary work re-
ports In Section 5 3 we present the first formal model for the design of incentive
compatible accounting mechanisms A strawman solution, the BASIC mechanism, 1s
susceptible to misreport manipulations, even though 1t 1s built around a max-flow al-
gonthm, which 1s robust against mampulations for reputation system We introduce
the DROP-EDGE mechanism, which removes any incentives for agents to misreport
information, by selectively dropping information dependent on the decision context
In Section 5 4 we provide a theoretical analysis of accounting mechanisms, where we
show that the information loss of Drop-Edge due to dropping some of the information
1s small and vanishes in the it as the number of agents in the network gets large
We consider sybil attacks and prove an impossibility result, that under reasonable
assumptions, no sybil-proof accounting mechanism exists This 1s in stark contrast
to reputation systems, where mechanisms based on max-flow have been shown to be
sybil-proof We show, however, that a weaker form of robustness, K-sybil-proofness,
can be achieved for a restricted class of attacks

In Section 55, we provide an extensive experimental evaluation of the DROP-
EDGE mechanism for general distribution work systems, using a discrete, round-
based simulation We show that, compared to the BASIC mechanism, DROP-EDGE

leads to much higher performance for cooperative agents, because of 1ts robustness
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agamst misreport attacks We also show that this effect increases over time, as
agents gather more and more information about each other and thus are able to
discriminate better and better between cooperative agents and free-rniders In Section
5 6 we provide results from experiments using accounting mechanisms as an overlay
protocol for the BitTorrent P2P file sharing network Using TRIBLER, a real file
sharng client that 1s already deployed and being used by thousands of users, we
run simulations at the BitTorrent protocol level We consider both a ranking policy
and a banmng policy for making work allocation decisions in BitTorrent, based on
aggregate accounting information We show that using the ranking policy, which
allocate the optimistic unchoking slot to the agents with the highest score, the power
of accounting mechanisms 1s inherently limited in BitTorrent However, we show
that using the bannmmg policy, which bans agents whose score 1s below a certain
threshold, we can significantly separate the performance of cooperative agents and
free-riders, likely enough to induce free-riders to become cooperative Based on all
experumental results, we conclude that the DROP-EDGE accounting mechanism can
successfully separate cooperative agents from free-riders, and assuming some kind of
behavioral change (1 e, free-riders becoming cooperative over time), we can achieve

a total efficiency that 1s higher than with the standard BitTorrent protocol

5.1.4 Related Work

The design of incentive-compatible distributed work systems has been a long-
standing goal of the systems and AI commumty [40] In particular, since the advent

of popular P2P file sharing networks ike Napster, Gnutella, Kazaa, and BitTorrent,
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this area has attracted a lot of attention Early on, multiple studies have shown that
users 1 these networks cheat n various ways Adar and Huberman [2] have shown
that a majority of Gnutella users free-ride and Lian et al [62] have shown that users
of the Maze network successfully perform whitewashing and collusion attacks

Despite the important differences between accounting mechanisms and reputation
mechanisms, the related hiterature on transitive trust and reputation mechamsms [32]
1s an 1mportant precursor to our own work Gupta et al [41] present a reputation
system that 1s partially distributed, but relies on the authority of a single agent that
stores peer reputations Kamvar et al [51] present EigenTrust, an algorithm for
reputation management in P2P networks that 1s based on distributed computations
of globally consistent trust vectors However, 1t relies on pre-trusted peers for conver-
gence and 1ts aim for global consistency assumes a rigid network of peers Karma [104]
1s a system 1 which a distinguished set of nodes keep track of the transaction bal-
ances of peers However, they also assume the existence of a set of pre-trusted agents
that store global imformation about all other peers, and the discussion of incentive
1ssues 18 completely omitted Feldman et al [27, 28] study the challenges involved
in providing robust incentives against free-riding, whitewashing, and misreport at-
tacks in P networks They introduce a reputation mechanism based on max-flow,
but imphcitly assume that all nodes have a complete view of the network, which 1s
unrealistic in large, dynamic communities Furthermore, the mechanism they propose
1s not misreport-proof 1n our setting

An interesting, but orthogonal direction 1s provided by studies of virtual currencies

(in our domain, the mstitutional requirements for a transferable currency do not
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exist) Friedman et al [33] study scrip systems that rely on a trusted and transferable
currency They show how to determine the optimal amount of currency n a system
to maximize efficiency Kash et al [54] study the effect of hoarders and altruists on
such scrip systems Dandekar et al [22] also study credit networks, but mstead of
relying on a globally-trusted currency, they employ locally-trusted IOUs Their study
focuses on questions regarding the effect of network structure on credit hquidity, and
largely 1gnores questions regarding incentive-compatibihity

One of the largest steps forward regarding the implementation of robust incentives
m a real-world P2P system used by millions of users 1s the BitTorrent protocol, pro-
posed by Cohen [18] In contrast to previous protocols ike Napster or Gnutella [88],
BitTorrent uses a policy with short-term, direct incentives, resembling to a large de-
gree a simple tit-for-tat mechamism However, while this mechamsm 1is successful
for short term transactions, BitTorrent offers no incentives for long-term sharing of
content In practice, Pouwelse et al [76] found that a majority of BitTorrent users
go offline immediately after finishing a download An interesting 1dea to address
this propoblem was proposed by Piatek et al [75] They study what one might call
“decentralized accounting mechamsms” and find empirically that P2P file sharing
networks demonstrate a small-world effect, where 99% of peers exchanged data with
a common third party They propose to use well-connected intermediaries to broker
information, but without providing proper incentives to the intermediaries to behave
truthfully Our own work builds on this idea, and 1n particular the fully decentralized
mformation exchange protocol BARTERCAST exploits this connectedness of many

P2P networks However, we additionally provide a formal framework to study the in-
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centive properties of such systems and propose a mechanism that 1s misreport-proof,
the major concern 1n the design of accounting mechanisms

Another important concern 1n the design of accounting mechanisms 1s sybil-proofness
Cheng et al [15, 16] have studied this problem for reputation mechanisms One of
their important findings 1s that no globally-consistent reputation mechanism can be
sybil-proof, but that subjective mechamsms based on max-flow algorithms can be
sybil-proof While their work mnfluenced our thinking about sybil-proofness, unfortu-
nately, their results do not translate to our domain, due to the differences between
accounting and reputation mechanisms (especially the ability of a sybil to recewve
work) A recent paper by Resnick and Sarm [80] also specifically addresses the prob-
lem of sybil-proof transitive trust mechamsms However, in therr model, the mndi-
vidual transactions are risky and can have a positive or negative outcome, and they
focus on hmiting the effect of a powerful adversary In contrast, in our domain, the
mndividual transactions are not risky Instead, our focus 1s on computing accounting
scores that are proportional to the net work contributed by the agents Our mech-
anism shares some similarities with a mechamsm proposed by Alon et al [4], who
consider voting environments where the set of candidates coincides with the set of
voters, and our theoretical analysis regarding the information loss of DROP-EDGE
was spired by their analysis

To the best of our knowledge, we are the first to provide a formal framework to
study accounting mechanisms and their mcentive properties, and to pownt out the
important differences between reputation and accounting mechamsms Furthermore,

we are not aware of any practically feasible mechamsm that 1s decentralized to the
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same degree as our proposal, misreport-proof, and tested under reahstic conditions

5.2 Distributed Work Systems

Consider a distributed work system of n agents (or peers) each capable of doing
work for each other All work 1s assumed to be quantifiable in the same umts The

work performed by all agents 1s captured by a work graph

Defimtion 10 (Work Graph) A work graph G = (V,E,w) has vertices V =
{1, ,n}, one for each agent, and directed edges (1,7) € E, for1,j5 € V, correspond-
wng to work performed by v for 7, with weght w(v,7) € Rso denoting the number of

unats of work

The true work graph is unknown to indivudal agents because they only have direct

information about their own participation

Defimition 11 (Agent Information) Each agent + € V' keeps a prwate history
(wiy(2, 7), w,(3,2)) of its durect interactions urth other agents y € V, where w,(1,7) and

wy(3,1) are the work performed for 3 and recewed from j respectively

Based on 1ts own experiences and known reports from other agents, agent 2 can
construct a subjective work graph (see Figure 5 1) Let w? (3, k), wF(5, k) € Rxo denote

the edge weight as reported by agent 5 and agent k respectively

Definition 12 (Subjective Work Graph) A subjectwe work graph from agent
v’s perspectwe, G, = (V,, E,,w,), 15 a set of vertices V, C V and directed edges E,

FEach edge (3,k) € E, for which v ¢ {j,k}, 1s labeled unth one, or both, of weights
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Figure 51 A subjective work graph from agent ¢’s perspective Edges where 1 has
direct information have only one weight Other edges can have two weights, corre-
sponding to the possibly conflicting reports of the two agents involved

w!(3,k),wk(s,k) as known to + For edges (1,7) and (3,2) the associated weight 1s

wi(1,7) = w(e,7) and wi(y,1) = w(y,2) respectively

Edge weights w! (3, k) and w¥(3, k) need not be truthful reports about w(y, k) and
thus can possibly be in conflict with each other, even if they have been submitted at
the same point 1n time We now describe in more detail how agents can exchange
information with each other, to obtain the information necessary to construct the
subjective work graph

Throughout the chapter, we analyze and compare two different modes of informa-
tion sharing between the agents centralized and decentralized information exchange
For centralized information exchange, we assume the existence of a center (e g , a cen-
tralized server on the Internet) After every interaction, each agent makes a report
to the center which stores all reports persistently At any pomnt in time, an agent
can query the center to obtamn the most up-to-date information about all reports
available at the center to then construct its subjective work graph based on his own
mformation and the information obtained from the center Every agent has different
prwate imformation about his own mnteractions, and the other mformation reported

to the center 1s not necessarily correct Thus, the resulting subjective work graphs
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for the agents can differ, no matter whether centralized or decentrahized information
exchange systems are used

In many environments, a centralized information exchange system 1s simply not
feasible, for example 1 wireless ad-hoc networks In other environments, a centrahzed
system might not be desirable for many reasons a center represents a single pomnt
of failure, a center presents a bandwidth bottleneck, and a center requires some a
prior trust in one entity and 1t 1s unclear how that trust should be established This
motivates the study of fully decentralized information exchange systems BARTER-
CAST 18 such a fully decentralized, hghtweight information exchange system Each
agent keeps a private history of 1ts direct interactions with other agents and obtains
information about the rest of the network by exchanging a selection of 1ts private
history with others using bilateral messages We assume that agents can discover
other agents with whom to exchange messages by using a Peer Samplng Seruice
When two agents agree to exchange messages, then agent @ selects for 1ts messages
the records of the IV, agents with the highest amount of work performed for ¢ as well
as the N, agents most recently seen by ¢+ Thus, each agent will have an incomplete

view and out of date view of the whole network

5.3 Accounting Mechanisms

5.3.1 Preliminaries

In a distributed work system, at every pomnt in time, an agent can decide whether

he 1s willing to perform work for others or not An agent who makes himself available
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Figure 52 Accounting Mechanism and Allocation Policy based on the subjective
work graph G, and the current choice set C,, the accounting mechanism computes a
score S]M (G,, C,) for each agent 1n the choice set Based on these scores, the allocation
pohicy selects one agent for whom agent ¢+ will perform work

to perform work receives work requests by a set of agents (with which the agent
may have rarely or never interacted with before) For example, in a P2P file sharing
apphcation, each agent that has any pieces of a particular file will be contacted by
a group of agents that are all interested 1n some of those pieces At any moment in
time, the contacted agent will have to choose for whom to perform work from this set

of agents

Defimition 13 (Choice Set) We let C, C V' \ {1} denote the choice set for agent

1, 1 e, the set of agents that are currently interested in recerving some work from @

The role of an accounting mechamsm 1s to compute a score? for each agent 3 € C,,
proportional to the net work contributed to the system, to allow agent ¢ to differentiate
between cooperative and free-riding agents We assume that an agent has no a prior:

bias towards assisting one agent over another

Defimtion 14 (Accounting Mechanism) An accounting mechanism M takes as

mput a subjective work graph G,, a choice set C,, and determanes the score S{;’I (G,,C,),

3Note that we purposefully chose to use the term “score” mstead of “reputation value” even
though this 15 1n contrast to prior work by Meulpolder et al [68] Our goal 1s to clearly distinguish
between accounting and reputation mechamisms and to emphasize that outputs of such mechamsms
have very different meanings




Chapter 5 Work Accounting Mechanisms 203

for any agent 7 € C,, as wewed by agent 1

We let S} denote the default score that accounting mechanmsm M assigns to an
agent about which no information regarding work consumed or performed 1s avail-
able (1 e, the two agents are disconnected 1n the subjective work graph) Once the
accounting mechanmism has computed a score for each agent in the choice set, the
agent uses an allocation policy to decide to whom to allocate work to (see Figure
52) Thus, the accounting mechanism together with the allocation policy matches
work-performing agents with work-seeking agents We consider the following two

allocation policies

Defimtion 15 (Ranking Policy) Gwen subjective work graph G,, choice set C,,
and accounting mechanism M, agent 1 performs one unit of work for agent 5 €

arg maxgec, S¥ (G,,C,), breaking ties at random

Defimtion 16 (Banning Policy) Gwen subjective work graph G,, chouwce set C,,
accounting mechamsm M, and a banming threshold 6 € R, agent © performs one unt

of work for an agent chosen uniformly at random from {j € CZ|S{;4 (G,,C,) >d}

5.3.2 Agent Population and Strategic Manipulations

We adopt the model and terminology of Meulpolder et al [68], and assume a
population that consists of a mixture of cooperative agents (or sharers), who always
contribute work, and lazy free-riders who mtermittently shirk work The role of an
accounting mechanism 1s to make 1t unbeneficial to be a free-rider We further model

a subset of the free-riding agents as strategic agents, who also try to mampulate the
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accounting mechanism 1tself through misreport attacks, where an agent reports false
information about 1ts work performed or consumed The non-strategic free-riders
are called “lazy” because they try to avoid performing work, but they are too lazy to
perform any kind of manipulations In Section 5 4 2 we study a second class of attacks
on the accounting mechanism called sybil attacks, where an agent mserts fake agents
imto the network to mampulate the mechanism Note that we model only strategic
behavior with regard to manipulating the accounting mechanism and do not consider,

for example, manmipulations on the information exchange protocol

Definition 17 (Masreport-proof) An accounting mechanism M s masreport-proof
of, for any agent + € V| any subjective work graph G,, any chowce set C,, any agent
J € C,, for every masreport mamipulation by j, where G, 1s the subjective work graph

wnduced by the misreports, the follouing holds
o SY(G,C) <SY(G,C,), and

b SzAl:[(GiaCz) 2 SzAI;I(GuCZ) Vk € G\ {]} N

5.3.3 The Basic vs. the Drop-Edge Mechanism

In this section, we first present a straw-man mechamism called the BASIC mech-
anism, first mtroduced by [68] We show that the BASIC mechanism can easily be
manipulated via misreports and then imtroduce the DROP-EDGE mechanism that

removes the mcentive to misreport

4Note that the first requirement 1s equivalent to value-strategyproofness as defined for trust mech-
amsms, and both requirements together 1mply rank-strategyproofness [16]
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Figure 53 (a) A work graph based on true reports (b) The subjective work graph
as viewed by 2, including a misreport attack by 7 to boost its score in BarterCast
Dotted edges indicate misreports

Definition 18 (Basic Mechanism) Gwen subjective work graph G, and choice

set C,, construct a modified graph GE = (V,, E,, wB) with weights defined as

Vo, k)l € {5k} wiP(s,k) =wi(5,k)

V2, k)l & {5,k} wP(2,k) = max{w](5, k), w; (2,k)},

where massing reports wn the maz-operator are set equal to 0 Let MF;5(1,7) de-
note the mammum flow from 1 to 3 mm GB  Define the BASIC Score of agent ) as

SE(GUC'L) = MFG?(JJ‘) - MFG?(ZL]) °

In the BASIC mechanism, an agent takes 1ts own information over reports from
others (1) Given two reports, 1t takes the maximum of the two (2) Note that even if
no agents misreport, two reports for the same edge will generally be in conflict when
a decentralized mechamsm 1s being used By taking the maximum of the two reports,
an agent always uses the most up-to-date information (in the case of non-strategic

reports) The motivation for using the max-flow algorithm 1s that 1t bounds the

5The specification of the BASIC mechamsm here differs from the one presented in Meulpolder
et al [68] only in that they take the arctan of the difference between the flows However, because
arctan 1s a monotonic function this does not change the relative scores of the agents




Chapter 5 Work Accounting Mechanisms 206

influence of any report that agent 7 can make by the edges between ¢ and 3, preventing
an agent from grossly inflating the work 1t has performed for another agent In Section
54 3, we discuss i more detail how this imits the power of strategic mampulations
and also protects against Byzantine attacks (1e, arbitrary attacks not necessarily
origiating from rational agents)

It 1s easy to see that the BASIC mechamism can be manipulated via misreports
We 1llustrate two attacks in Figures 5 3 and 54 We always show the subjective work
graph from ¢’s perspective and the mampulating agent 1s 3 Figure 5 3 (a) shows a
true work graph Figure 5 3 (b) shows agent ¢’s view of the work graph, now including
a misreport by agent 7 Agent 7 has simply reported that 1t has done work for kq, ko,
and k3, although 1t did not The BASIC mechanism does not catch this because there
never was an mteraction there are no reports from these other agents Note that agent
7 increased 1ts score from 0 to 30 via this attack Now consider Figure 5 4 (a) which
shows a new true work graph Figure 5 3 (b) shows a misreport manipulation by agent
7 where 7 reported that it has done 5 umts of work for k£ even though 1t only did
2 units of work Because the BASIC mechanism takes the maximum of two reports,
agent ¢ will believe j’s report As a result, agent k’s score has decreased from 0 to
-3, and agent j’s score has increased from 0 to 3 Note that simply replacing the
max-operator with the min-operator in the defimtion of the BASIC mechamsm does
not make 1t musreport-proof Consider again Figure 54 (b) Using the min-operator
prevents the attack where agent 7 exaggerates the amount of work he has done for
agent k However, now agent j can misreport the amount of work that k£ has done for

7, for example 1t can report 0 instead of 2 Now, 1f the BASIC mechanism took the
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Figure 54 (a) A Work graph based on true reports (b) The subjective work graph
as viewed by 2, including a musreport attack by 7 to decrease k’s score and increase
1ts own score when the BASIC mechanism 1s used

minmimum 1nstead of the maximum of two conflicting reports, the effect would be that
after this particular attack, k£ score would decrease by 2 and 3’s score would ncrease
by 2 Whether max or mun 1s used, in both variants of the BASIC mechanism 1t 15 a
dominant strategy to always report oo work performed, and 0 work consumed Thus,
a more sophisticated mechanism 1s necessary to defend against misreport attacks
The DRrROP-EDGE mechanism ignores some of the information available to an
agent, depending on context Here, the “context” 1s the agent’s current choice set C,
If the agent 1gnores the reports from all agents currently nside the choice set, the

resulting mechanism becomes misreport-proof

Defimition 19 (Drop-Edge Mechanism) Gwen subjective work graph G, and
chowce set C,, construct the modified graph GP = (V,, E,,wP) unth the weights wP

defined as
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V(5 € {5k} P (2,k) = wi(5, k) (51)
V(3,k)ak € Co w(3,k) =0 (52)
V(3,k)ls € Cuk € C0 wP(3,k) = wi(s,k) (53)
V(3,k)lk € Cig & Co wl(3,k) = w] (3, k) (54)
V(2,k)l5.k ¢ Coyt ¢ {3k} w (5,k) = max{w] (3, k), w} (3,k)} (55)

Massing reports wn the maz-operator are set to 0 Agent j’s score 1s Sg(G,, C,) =

MFGP(JaZ) _MFGP(ZL]) o

An agent takes 1ts own information/experience over reports of others (5 1) Lines (5 2)-
(54) unplement the “edge-dropping” idea Any reports received by agent ¢ from
agents in the choice set C, are dropped i determining edge weights i modified
graph GP An edge (3, k) 1s dropped completely 1f both 7 and k are inside C, (5 4)

In the case of two conflicting reports by two agents outside the choice set, the mech-
amism takes the maximum 5 5, thereby always using the most up-to-date information
available For an 1illustration of the DROP-EDGE mechamsm see Figure 5 5

We make the following simple observation
Proposition 6 Drop-Edge s misreport-proof

Proof No report of agent 7 1s used mn ¢’s decision making process whenever agent j

1s 1 the choice set of agent O

5We do not need the max-flow algorithm to obtamn musreport-proofness However, we use 1t
because 1t provides some additional protection against sybil and Byzantine attacks as we discuss in
more detail m Section 5 4 3, and also makes the comparison with BASIC easier
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Note that both the BASIC mechamsm and the DROP-EDGE mechamsm need
to compute the maximum flow on a large work graph to determinc the scores In
practice, however, running the max-flow algorithm on the full work graph may take
too long due to the computational complexity of the max-flow algorithm If we
assume that the work graphs has at least as many edges as nodes, then all known
algorithms have a running time that 1s at least quadratic in the number of nodes (see
Goldberg et al [39] for an overview of max-flow algorithms) The only exception 1s
the Ford-Fulkerson algorithm which has a runming time of O(E f) when edge weights
are mtegral, where F 1s the number of edges and f 1s the largest flow in the network
However, most work graphs in practice will have a relatively large number of edges
because the applications that are suitable for accounting mechanisms generally lead to
many short-term interactions between many agents Thus, for graphs with thousands
or millions of agents, even a running time of O(F f) 1s prohibitive On the other hand,
if the distributed work graph 1s relatively dense, then most nodes are connected wia
short paths, and 1t may be sufficient to run a max-flow algorithm that only considers
paths of a restricted length, and such algorithms run much faster in practice Indeed,
Piatek et al [75] have found empurically, that 99% of the agents in a P2P file sharing
networks are connected via paths of length 1 or 2 For the experimental results we
present 1n Section 5 5 we have used mechanisms with max-flow restricted to at most
1 hop (1 e, paths of length at most 2), and for the simulations we present in Section

5 6 we have used mechanism with max-flow restricted to at most 2 hops
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1

@ . wl i @ : wl m
w, t w, w, ¢ w,

max(w! w™)

(a) (b)

Figure 5 5 Anillustration of the DROP-EDGE mechamsm We are showing subjective
work graphs from agent ¢’s perspective The choice set 1s C, = {3,k} (a) Agent ¢’s
subjective work graph where each edge has two weights, one from each agent who
knows about that edge (b) Agent 2’s subjective work graph after the DROP-EDGE
mechanism has been applied

5.4 Theoretical Analysis

5.4.1 Information Loss of Drop-Edge

In the last section we have shown that by dropping some of the information
based on context, the resulting mechanism becomes misreport-proof However, this
obviously comes at a cost because having more information about the past actions
of other agents generally helps to better discriminate between cooperative and free-
nding agents We are interested in this trade-off between nformatiweness on the
one side, and masreport-proofness on the other side In this section we analyze the
mformation loss of DROP-EDGE due to the discarded edges and show that 1t 1s small
and vanishes in the himit as the number of agents in the network grows Thus,
the misreport-proofness of DROP-EDGE comes at a relatively small cost Without
misreport-proofness, strategic manipulations introduce an additional cost

The following analysis 1s based on agent ¢’s subjective work graph G, = (V,, E,, w,)
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To 1solate the question of “information loss” due to dropping some of the information,
we only consider centralized protocols where all agents make reports to a centralized
entity after ever time step, and we assume that agents do not perform any kind
of manmipulations We let GP? = (V,, E,,wP) denote the modified graph after the
DRror-EDGE mechamism has been apphed to G, Note that which edges are dropped
mn GP depends on which particular choice set C, 1s chosen Analogously, GE =
(Vi, E,, w?) denotes the modified graph after the BASIC mechamsm has been applied
to G, Note that using a centralized information exchange protocol and assuming no
manipulations, there won’t be any conflicting reports 1in the subjective work graphs,
and thus G2 represents the true (omniscient) work graph

As a first step, we study the result of dropping edge on the net work infor-
mation contamned in the work graphs Later, we add the use of max-flow to the
analysis For graph GP = (V,, E,,wP), we define the net work on edge (k,7) as
wP(k,7) = wP(k,j) — wP(y, k) so that k’s overall net work from 2’s perspective 1s
work,(k, GP) = >, @ (k,g) Analogously, for graph GF = (V,, E,,wf), we let
WP (k,9) = wP(k,7) — wf(y,k) and work,(k,GE) = 3, @F(k,7) Thus, the term
work,(k, GB) represents agent k’s true net work, and work,(k, GP) represents DROP-
EDGE’s approximation of agent k’s net work, both according to 2’s subjective work

graph

Theorem 8 For all subjectwe work graphs G, = (V,, E,,w,) with |V,| = n, for all

k €V, for all choiwce sets C, chosen uniformly at random wnth |C,| = m and k € C,

Ec, [work,(k, GP)] (m—1)

work,(k,GB) — ~  (n-1)
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Proof
Ec, [work,(k, GP)] (5 6)
= Ec, [; @, (k, )] (57)
= ;Ea [@ (k. )] (58)
:;[((’:__11)) 0+ (1- ((TZ__II))) wf(k,])] (59)
— (- ((’:_“11))) work,(k, GP)

For equation (5 9), consider edge (k, ) Because C, 1s chosen uniformly at random
with k € C,, the probability that j 1s also mside any random C 1s 7T’L"——_'11 If £ and

are nside C, the edge gets dropped, otherwise w2 (k, 7) 1s counted O

Theorem 8 mmphes that 1f n 1s relatively large compared to m, then the expected

net work computed by the Drop-Edge Mechanism 1s very close to the true net work

Corollary 3 For all subjectwe work graphs G, = (V,, E,,w,) with |V,| = n, for all

k €V, for chowce sets C, chosen umiformly at random wnth |C,| = ni, 1t holds that

D
B (work. (k. GP)]

1
2400 work,(k, GB)

We now turn our attention to the approximation ratio of the scores computed
by Drop-Edge when the max-flow algorithm 1s used The first theorem 1s with
regard to running the full max-flow algorithm, however, for the analysis, we need
to consider max-flows restricted to a certamn number of hops We let MFL(1,7)

denote the max-flow from node 2 to y in graph G with exactly h hops We let
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55 ’h(Gz, C,) denote the score computed by Drop-Edge for h hops, 1 e, SZD ’h(Gl, C,) =
MFZP (7,2) — MFZP(z,j) Analogously, S (G,,C) 1s the score computed by the

BASIC mechanism using max-fiow with exactly h hops

Theorem 9 For all subjectwve work graphs G, = (V,, E,,w,) with |V,| = n, for all

k €V, fori’s chowe set C, chosen uniformly at random with |C,| = m and k € C,

n—-m-1 h

Ec,[S2(G., C) = 85°G.,c) + Y. [IE=—=2) st c)

ool T 1-
Proof
Ec, [Ssz(Gza C)] = Eg, [MFGZD (kal) - MFGZD(Za k;)] (5 10)
n—m—1
= > Eq[MF!o(k,1) — MF%o (2, k)] (5 11)
h=0 ' '
= Ec,[MFgp(k,2) — MFgo (2, k)] (512)
n—m-—1
+ E[MF5 (k1) — MFL5 (2, k) (5 13)
h=1
= 5$2%aG,,c) (5 14)
+ E¢,[MF o (k,v) — MF (2, k) (5 15)
n—m-—1
+ Y Ec[MFho(k,v) — MFo(1, k) (5 16)
h=2
—m—1
= SR%(G,, C) + (F5—) SRNGLC) (5 17)
n—m-—1 n—m—2 B2
(o) (D) SeT GG (5 18)
n—m—1
+ Y Eq[MFlo (k1) — MF o (2, k)] (5 19)
h=3
n—-m—1 h p
=s2°G,0)+ Y [IE—=2) sihc.c) (5 20)

h=1 p=1



Chapter 5 Work Accounting Mechanisms 214

In Equation (5 12) we 1solated the expectation of the 0-hop max-flow terms which
consider the direct paths between : and k£ and thus do not involve dropped edges,
and consequently Equation (5 14) follows because S, ° = S2° In Equation (5 15) we
1solated the expectation of the 1-hop max-flow terms, 1e, the flows along all paths
of length 2 between : and k¥ Because C, was chosen uniformly at random, for any

of the 1-hop paths between 2 and k the probability that the intermediate node les

n—m—1
n—2

outside of C, 1s and Equation (5 17) follows The final expression follows from

analogous reasonming for all h-hop max-flows |

Remember that runming the full max-flow algorithm may be computationally pro-
hibitive, which 1s why we use max-flow algorithms restricted to at most 1 or 2 hops
in our experiments We let Sle’Sl denote the scores obtained by the DROP-EDGE
mechanism when max-flow 1s restricted to at most 1 hop, and Sg;’gl analogously for
the BAsiC mechanmism The following corollary tells us the accounting accuracy of

DROP-EDGE using a max-flow algorithm restricted to at most 1 hop

Corollary 4 If the maz-flow algorithm s restricted to a most 1 hop, then for all
subjectve work graphs G, = (V,, E,,w,) with |V,| = n, for all k € V,, for 1’s choice set
C, chosen umformly at random wnth |C,| = m and k € C,

n—m-—1

ECz [Sz[k)’g(Gu Cz)]
SP=YG,,C,)

> ( )

n—2

The theoretical results 1n this section bound the accuracy in expectation over
choice sets and do not directly pertain to accuracy with respect to selecting the right
agent from a given choice set Moreover, the approximation ratios for the max-flow

based mechamsm do not directly compare the scores obtained when using max-flow
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to the scores obtained 1if the net work were considered directly In Sections 5 5 and
5 6 we see that the information-loss of DROP-EDGE 1s indeed small 1n practice, even

for small graphs, and that the mechanism leads to very good efficiency

5.4.2 Sybil-Proofness

Now we turn our attention to a class of attacks called sybil attacks, where an agent
mtroduces sybil nodes (fake agents) into the network to manipulate the accounting

mechanism

Preliminaries

We distinguish between passive sybil attacks, where the sybils themselves may
consume but not perform work, and actiwe sybil attacks, where the sybils themselves

also perform work ”

Definition 20 (Passwe Sybil Attack) A passwe sybil attack by agent j s a tuple
o, = (Vs, Es,ws) where Vy = {s,,s,,, } 1s a set of sybus, E;, = {(z,y) =z,y €
SU{y}}, and ws are the edge weights for the edges wmn E, Applying the sybil attack
o, to agent 1’s subjectwe work graph G, = (V,, E,, w,) results wn a modified work graph
G, lo, =G, =(V,UV,, E,UE;,w') where w'(e) = w,(e) fore € E, and w'(e) = w,(e)

fore e E;

Defimition 21 (Actwe Sybil Attack) An actwe sybil attack by agent j 1s a tuple

o, = (V, B, E7, ws,w;”) where V; = {s,,,5,,, } 15 a set of sybus, E; = {(z,y)

"Note that our definitions differ from previous definitions of sybil attacks on reputation mech-
amsms (see [15] and [16]), i particular the one for active sybil attacks where we also allow sybil
agents to perform work
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z,y e V,U{s}}, E7 ={(z,y) z € V,,y g V,U{3}} are edges indicating work done
by the sybils, ws are the edge weights for the edges in Es, and w;” are the edge weights
for edges wm E?  Applying the sybil attack o, to agent o’s subjectwe work graph G, =
(Vi, B, w,) results wn a modified work graph G, | 0, = G, = (V,UV,, E,UE;UE;” v)
where w'(e) = w,(e) for e € E, and w'(e) = wg(e) for e € E; and w'(e) = w;’(e) for

ec B

So far we have only defined the strategy space for passive and active sybil attacks
Such an attack can only be “beneficial” if the attacking agent 1s better of after the
attack than before Remember that S denotes the default score that accounting

mechanism M assigns to an agent about which no information 1s available

Defimtion 22 (Beneficial Sybil Attack) Gwen accounting mechamsm M and
work graph G, = (V,, E,,w,), a beneficial (passwe or actie) sybil attack o, by agent

J €V, such that G, = 0,(G,) 15 one where option (1), (2), or (3) holds

(1) 3C, st 3 € C, and SM(G,,C,) < SM(G., C,)

(2) 3k € V\{3} and3C, wuth 3,k € C, (SY(G,,C.) < SY(G.,C.)) N (SM(G,,C)
Sk (G, C))

(3)3s € V; (3C, wth s € C, SM(G.,C)) > S¥) A (VC, wnth 3 € C,
85 (G, C,) = SJ(G,, Ch))

ve, agent 3 can (1) wncrease s own score, or (2) affect its own score and that of
another agent wn such a way that the relatwe ranking of the two agents changes, or
(3) create a sybil agent unth a score strictly hgher than S} wnthout decreasing its

own score
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To study the syl attacks as introduced so far, we do not need a dynamec, multi-
step analysis Given work graph G,, an attacking agent can do multiple things, e g ,
add sybils to the network, make multiple false reports about these sybils, etc We
model all of this as happening 1n one step, inducing a new subjective work graph G,
However, when we consider long-term effects of an attack, we also have to look at
what happens when certain attacks are repeated over and over again How beneficial a
sybil attack really 1s, depends on the trade-off between the amount of work necessary
to perform the attack, and the amount of “free” work the agent can consume as a
result of the attack We will distinguish between long-term beneficial sybil attacks
on the one side, where the ratio between work performed and consumed goes towards
infinity as the attack 1s repeated, and short-term beneficial sybil attacks on the other

side, where that ratio 1s bounded by a constant

Defimition 23 (Long-term vs Short-term Beneficial Sybil Attacks) Gen
accounting mechamism M and work graph G, = (V,, E,,w,), assume agent 3 € V,
performs a (passwe or actwe) sybil attack o, such that G, = 0,(G,) Let o} denote
an n—times-repetition of the sybil attack Let w™(o}) denote the amount of work
mnvolved wn performang o7, and let w+(aJ") denote the amount of work that agent j or

any of 1ts sybus will be able to consume We call 0, a

e long-term beneficial sybal attack o w*(o}) > 0 and w™ (o) = 0 or

wt(e™)
hmn_,oo w_—(a'%fj =00
7

e short-term beneficial sybil attack o+ w*(o}) > 0 and w™(07) > 0 and

w+(aj") <

dec € Rzo hmn_,oo ;T‘;L) ~
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10

10

Figure 5 6 A sybil attack where agent ;7 generates many sybils, then does a little bit
of work for 2z and then prowvides 1ts sybils with positive scores

A long-term beneficial (passive) sybil attack on the Basic and Drop-Edge mecha-
msms 1s 1lustrated i Figure 5 6 where condition (3) of Defimtion 22 holds In this
example, agent 7 has already performed/consumed 10 units of work for/from agent
1 (such that agent : belheves agent j’s reports about other agents) To perform the
sybil attack, agent 7 creates a set of sybils and falsely reports to 2 that these sybils
have performed 10 units of work for 7, such that : now assigns a score strictly higher
than S} to the sybil nodes, 1n particular, both the Basic and Drop-Edge mechamsms
assign a score of 10 to the sybil nodes Each sybil agent can now exploit 1ts score
and consume some work from ¢ (assuming, at some pownt, the sybis will be mn ¢’s
choice set with other agents that have a lower score) Once the sybils’ scores are
“used up”, 7 can simply create another sybil s} and repeat the attack ad infimtum
This attack 1s powerful because 1t only requires a passwwe sybil attack that involves no
work to be performed by 7 or any of its sybils In general, however, passive attacks
may be long-term or short-term beneficial, and active attacks may also be long-term

or short-term beneficial
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Definmition 24 (Syb:il-Proofness) An accounting mechanism M 1s

o sybil-proof against long-term beneficial sybil attacks, if for every work graph G,
there exists no (passwe or actwe) long-term beneficial sybil attack on M wnth

respect to G,

e sybil-proof against short-term beneficial sybil attacks, of for every work graph G,
there exists no (passwe or actwe) short-term beneficial sybil attack on M unth

respect to G,

Before we can formally prove our first impossibility theorem regarding sybil-
proofness, we mtroduce a series of natural assumptions regarding accounting mech-
anmisms First, we assume that the scores an accounting mechanism computes only
depend on the amount of work performed and consumed by the agents in the network
More specifically, we assume that adding or removing agents with no amount of work

consumed or performed does not change the scores of other agents More formally

Definition 25 (Independence of Disconnected Agents) An accounting mech-
anism M satisfies independence of disconnected agents, if for any subjective work
graph G, = (V,, E,,w,) and any choiwce set C,, for any k € V, for which there
does not exist an edge wn E, or for which all edges in E, have zero weight, where
G, = (V/, E!,w}) denotes the graph where node k has been removed, v e , V! = V,\{k},
E = E\{(z,y) z=kVy=k}, and wi(e) = w,(e) for all e € E!, the follounng
holds
VieV,] S8J(G.,C)=5](G,C)
Furthermore, we will assume that a prior1, the accounting mechanism does not

put more or less trust into any agent in the network More formally, we only consider
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mechanisms that, for any renaming of the agents in the network, return the same

scores, 1¢ , they are symmetric®

Defimition 26 (Symmetric Accounting Mechanisms) An accounting mecha-
msm M 1s symmetric of, for any node v+ with any any subjective work graph G, =
(V,, E,,w,) and chowce set C,, any graph isomorphism f such that G, = f(G,),
C, = f(C) and f(1) =1

Vi eVi\ {1} SM(G,,C.) =SY,(G,,C)

For the design of sybil-proof accounting mechanisms, we want to exclude any
“trivial” accounting mechanisms that assign the same or random scores to every
agent, as well as mechanisms that i1gnore all information except for their own direct

experlences Assuming single-report responsiweness excludes these mechanisms

Definition 27 (Swingle-Report Responsweness Property) Let dist(z, 7) denote
the length of the shortest path between @ and 3 An accounting mechanism M has the
single-report responsweness property if, for any agent 1, there exists a subjective work
graph G, = (V,, E,,w,) and chouwce set C,, with nodes 3 and k such that dist(s,7) =
dist(,1) = 1 and dist(s, k) = dist(k,1) = 0o (v e, nodes v and j are neighbors in G,
and no path 1s connecting nodes v and k), and there emsts a graph G, = (V,, E!, w,)

with V' = V., B = E,U{(k,7), (5:k)}, and w;(e) = wi(e) for alle € EA\{(k, 1), (2,%)},

8Note that 1n the context of reputation mechanisms, symmetry typically corresponds to globally
consistent, or objective reputation values, where every agent i a network has the same view on each
other agent’s reputation, in contrast to asymmetric mechanisms that allow for subjective reputation
values Cheng et al [15] have shown that no symmetric and sybil-proof reputation mechanisms exists
According to Cheng et al ’s defimtion, our accounting mechamsms would all be called “asymmetric”
because they all imherently lead to subjective scores because the scores are computed based on
subjective work graphs However, what we mean by “symmetry” 1s something different, namely
that from each individual agent’s perspective, the rest of the network 1s symmetric
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w/(k p=c

OF—O O, @ @ E—
wigk)y=d
(a) (b)

Figure 5 7 An 1illustration of the single-report-responsiveness property there exists a
subjective work graph G,, e g , the one show 1n (a), such that a single positive report
by 7 about k, as shown 1n (b), leads to S¥(G,,C,) > S}, and a single negative report
by 7 about k leads to SM(G,,C,) < S

and there emsts a constant ¢ € Rso with w” (k, )) = ¢, such that

S'(G,,C) > 5!

7

and analogously, a constant d € Rwg with w(3,k) = d, such that
SY(G,, C) < Syf

An 1llustration of the single-report responsiveness property 1s depicted in Figure
57 What this property says 1s that there exists a situation (1e, a speafic work
graph), where ¢ has no information about k, and a single positive report by agent
about agent k can increase the score that agent 2 assigns to agent k above ), and
that a single negative report by agent j about agent k can decrease the score that
agent 1 assigns to agent k below SM Thus, if an agent was previously unknown to
me, a single positive or negative report about that agent can potentially change my

evaluation of that agent

Impossibility of Sybil-Proofness

Note that both the BASIC and the DROP-EDGE mechanism satisfy the indepen-

dence of disconnected agents, are symmetric, and satisfy the single-report respon-
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(a) (b)

Figure 58 An 1llustration of the long-term beneficial sybil attack used in the proof
for Theorem 10 If the mechanism 1s misreport-proof, then 5 has no disadvantage
from making a truthful report w!(k, 7) = c about another agent k¥ If the mechanism
15 also symmetric and satisfies independence of disconnected agents, then 7 can create
sybil s,, and make a report w!(s,,7) = c about s,, also without a disadvantage to
7 Thus, 1if ongnally, the positive report about k lead to a positive score for k, then
now the sybil node s, has a positive score as well, and the attack does not require
any actual work to be performed by 3

siveness property We have already shown (Figure 56) that both mechamsms are

susceptible to sybil attacks We will now show that this 1s generally unavoidable

Theorem 10 For every accounting mechamism M that satisfies independence of
disconnected agents, 1s symmeltric, has the single-report responsiweness property, and

18 masreport-proof, there exists a (passwe) long-term beneficial sybil attack

Proof Let’s assume accounting mechanism M satisfies the single-report responsive-
ness property Thus, there exists a graph G, and nodes ¢, 7 and k as described in Def-
mition 27, for example like the one depicted in Figure 5 8 (a) Now, let agent j create
a sybil node s, and 1nsert 1t mto G, such that G, = (V/, E,,w,) with V' =V, U {s,}
Because of the independence of disconnected agents, the scores of all agents in the
graph have remained the same Note that there 1s no path connecting £ and ¢ as
well as no path connecting s, and 7, and thus the two nodes k and s, look the same
from 7’s perspective Now, assume that agent k performs ¢ umts of work for ;3 (as

needed for the single-report responsiveness property) and agent ;7 makes a truthful
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report to 2 about this mteraction, leading to subjective work graph G7 such that
SM(GY,C,) > SM Here 1t 1s essential that M 1s a misreport-proof mechanism Be-
cause M 1s misreport-proof, we know that agent j has no disadvantage from reporting
truthfully, 1 e, for any possible misreport that would lead to subjective work graph
G 1t holds that VC, with y € C, SM(G,C,) > S}(G}",C,) Because M 1s sym-
metric, we can apply a graph isomorphism f to G, that only switches the labeling of
s, and k but nothing else Thus, there exists a report that 7 can make about s, with
w?(s,,7) = c leading to graph G} such that SZIZ(G;‘, C,) > SM (see Figure 5 8 (b))

As before with node k, because of misreport-proofness, we know that agent 7 has no
disadvantage from making this report Thus, property (3) of Definition 22 1s satisfied
and because the attack itself involves no work, this constitutes a long-term beneficial

sybil attack on M a

(Im-)Possibility of K-Sybil-Proofness

In this section we explore whether we can achieve any kind of formal sybil-
proofness guarantees, despite the strong negative results from the last section The
only property that we can reasonably relax for the design of useful accounting mech-
anisms 1s the single-report responsiveness property We can conceive of mechanisms
that require two, or more generally, K, positive or negative reports about an agent,
before the mechanism assigns a score distinct from S} to that agent This leads to

the following generalization of the responsiveness property

Defimtion 28 (K-Report Responsweness Property) Let dist(1,7) denote the

distance between two nodes v and j wn a graph An accounting mechanism M has
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the K-report responsiveness property if, for any agent 1, there exists a subjective work
graph G, = (V,, E,,w,) and choice set C,, unth nodel and a set of nodes Vi with |Vk| =
K, such that Vk € Vi dust(z, k) = dust(k,1) = 1 and dist(s,1) = dast(l,1) =00 (1 e,
nodes 1 and all nodes i Vi are neighbors in G, and no path 1s connecting v andl), and
there exsts a graph G, = (V' E/,w!) with V! =V,, E! = E, U{(k,7), (3, k)|k € Vk},

and w,(e) = w,(e) for all e € E,\ {(k,1), (3,k)|k € Vk}, and there exsts a constant

c € Ryg with w’(k,7) = c for all k € Vi, such that
Sk (G, C) > Sy

and a constant d € Rso with w’(3,k) = d for all k € Vi, such that
Si (G, Cl) < Sy

Obviously, performing a sybil attack against a mechamsm that does not have
the single-report responsiveness property, but the K-report responsiveness property
1s more difficult, and the attack would require additional work, either by the sybil
agents or by the manipulating agent itself We can now dcfine a corresponding, weaker

notion of sybil-proofness

Definition 29 (K-Sybil-Proofness) An accounting mechanism M s K-Sybil-
proof against long-term beneficial sybil attacks if, for every work graph G,, there
does not exst o long-term beneficial sybul attack wnth K or fewer sybils for M,
18 K-Sybil-proof against short-term beneficial sybil attacks if there does not exist a

short-term beneficial sybil attack with K or fewer sybils for M

Theorem 11 No accounting mechanism that 1s K-report responsive, 1s symmetric,
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and satisfies independence of disconnected agents 1s K -sybil-proof against short-term

beneficial sybil attacks

Proof Let’s assume accounting mechanism M 1s symmetric, satisfies independence of
disconnected agents, and 1s K-report responsiveness Then there exists a subjective
work graph G, and nodes [ and Vi as described m Defimtion 28 In particular, if all
agents k m Vi make a report about the edge (k,l) with weight ¢ to agent 1z, then
the resulting score for agent [ 1s greater than S/, 1e, SY(G,,C!) > SM Now, let’s
remove one agent k* from the set Vi, leading to subjective work graph G, Now,
SM(GY,CY)y = S} again Now we let agent j create a sybil agent s, Because of the
independence of disconnected agents, this does not change any of the scores Now
assume that agent s, performs the same number of units of work for ¢ that previously
k* had performed Now, from ¢’s perspective agents k* and s, look the same Thus,
because M 1s symmetric, if agent s; now makes a report about edge (I, s,) with weight
¢, then SM(G" C!") > S} Without loss of generality, we can assume that [ =

Thus, by creating just one sybil s, agent 7 has performed a short-term beneficial sybil

attack |

We will now show how to turn any accounting mechanism into a K-report respon-

sive mechanism that 1s K-sybil-proof against long-term beneficial sybil attacks

Defimition 30 (K-Elizmination- Wrapper) A K-Elimination-Wrapper W takes
as mput an accounting mechanism M, a subjectwe work graph G, = (V,, E,,w,), and
a choiwce set C,, and determanes the scores S&V (M, G,,C,) for each agent 3 € C,, as
wmewed by agent + Let P(V,) denote the powerset of V,, and let P<k(V,) denote the

set of subsets of P(V,) of cardinality less than or equal to K We let G, \ X denote
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Figure 59 The K-Elmination-Wrapper

the subjective work graph that results from taking G, and removing all nodes wmn X
from V, As before, we let Sf;” (G,,C,) denote the scores according to the accounting

mechanism M The wrapper scores S};V (M, G,,C,) are computed as follows

Sy (M, G, C) = mn {SF(G\X,C\X)}

Pk (Vi)

Theorem 12 A K-elimination-wrapper applied to any accounting mechanism leads
to an accounting mechamsm that 1s K-sybil-proof against long-term beneficial sybil

attacks

Proof Let’s assume this 1s not true, 1 e, there exists a syl attack by some agent
that involve less than or equal to K sybils and 1s long-term beneficial Note that the
K-elimination wrapper iteratively removes all subsets of agents of size K or less from
G,, computes all scores without those subsets, and ultimately takes the minimum
Thus, 1 one of those iterations, all of 3’s K sybils will be removed from G,, and
the resulting score will be part of the overall mmmimization of the wrapper Thus, 1if
agent j7’s score before the sybil attack was lower than before the sybil attack, then

the wrapper will take the score from before the attack, rendering the sybil attack
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useless This excludes options (1) and (3) from the set of beneficial sybil attacks (see
Definition 22) where the goal of the sybil attack was to increase agent 3’s or one of
the sybils’ scores This only leaves option (2), which requires an active sybil attack,
where the sybil agents themselves perform work and make misreports, such that after
the sybil attack, an agent k, 1e, one of the other agents in the network, now has a
lower score than before, such that the relative ordering of y and & has changed If
this attack 1s indeed successful (1 e, y and k are inside the same choice set and now
7 gets allocated nstead of k), then 7 gets to consume some units of work “for free”

However, note that after consuming a certain amount of work, 3’s score 1s lowered
agamn, and at some point, 7’s score will be lower than k’s score again Thus, now
another sybil attack would be necessary, which again would require the sybil agents
to perform work Thus, the amount of free work resulting from this sybil attack 1s
bounded for every x umts of “free” work, the sybil attack requires a certain fixed
amount of work as well Thus, the sybil attack can at best be short-term beneficial,

but not long-term beneficial 0

Note that using the K-elimination-wrapper does not provide any robustness against
short-term beneficial syl attacks, and even achieving K-sybil-proofness against long-
term beneficial sybil attacks comes at a cost the resulting mechanism 1s only K-
report-responsive and ignores a larger part of the available information compared to
a single-report responsive mechanism Assuming random interactions between peers,
the probability of having K reports about an agent decreases exponentially in K
Thus, real-world system designers face an important trade-off between (himited) ro-

bustness against sybil attacks on the one side, and informativeness on the other side
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The decision regarding this trade-off can depend on many factors For example, in
some domains, creating one or two sybils may be relatively cheap, but creating more
sybils could become very expensive (e g, obtammng multiple IP addresses) If this
1s in fact the case, then a 3-sybil-proof mechamsm might provide good robustness
i that particular domamm Furthermore, in some domains the interactions between
peers are not random, but highly clustered (e g , in P2P file sharing communities with
similar taste preferences) Thus, in these domains 1t might be reasonable to assume
that each agent has an average of K reports about each other agent, and thus, even
after applying a K-elimination-wrapper, the resulting scores will still be informative
enough In future work, we will analyze this trade-off in more detail (analytically and

experimentally)

5.4.3 The Role of the Max-Flow Algorithm

We have shown that we cannot achieve fully sybil-proof accounting mechanisms,
and even hmited robustness comes at a high price One interesting way to address this
problem 1n practice 1s the application of the max-flow algorithm inside an accounting
mechamsm In fact, both BarterCast [68] and Drop-Edge [96] use max-flow Ideally
we would like to do accounting via taking the total sum of work performed and
subtracting the total sum of work consumed for each agent By using the max-flow
algonthm, we essentially do a form of “bounded addition” which obviously distorts the
true net work measure without providing any additional formal guarantees However,
using max-flow provides additional robustness against sybil attacks in practice max-

flow bounds the influence of any agent by the total amount of work performed by
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that agent itself This himits the power of sybil attacks, making them more costly and
thus less attractive for the attacking agent ® Furthermore, max-flow 1s also useful to
protect against Byzantine agents, 1 e, agents that try to harm the network or specific
agents 1 the network For example, 1f a Byzantine agent reports that agent : has
consumed 1,000,000 units of work from him, and 1f other agents beheve this report,
then agent ¢ will be unable to receive any work from those agents in the future Using
max-flow makes Byzantine attacks much more difficult and costly for the attacking

agent, thereby effectively preventing them in practice

5.5 Experimental Analysis: Discrete Simulations

In this section, we compare the mechanisms empirically via a discrete, round-based
simulation to understand the trade-offs that are made in the BAsic and DROP-EDGE
mechanisms 1 practice Remember that we consider both centralized and decentral-
1zed information exchange protocols For the decentralized version, we simulate the
BarterCast information exchange protocol Consequently, when referring to the cen-
trahzed versions of the mechanisms, we write BASIC and DROP-EDGE as before,
and when referring to the decentralized versions we write BARTERCAST-BASIC and
BARTERCAST-DROP-EDGE Considering the centralized version of each mechanmsm

helps 1solate the effect of the message exchange protocol from the mechanism 1itself

9Note that mstead of using max-flow, we could also use other graph-based algorithms The
algorithm only needs to have two properties first, it needs to have the “bounding property” to limit
the mmfluence of any agent proportionally to how much that agent has contributed to the system so
far Second, the algorithm must have the “transitive-trust” property (cf Friedman et al [32] or
Tang et al [99]), 1 e, when agent 2 has performed some work for ) and j has performed some work
for k, then 2 should also trust agent k to some degree
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5.5.1 Experimental Set-up

We simulate a generic distributed work system with 100 agents and discrete time
steps, 1e , this 1s a sitmulation without any particular application in mind In every
time step, every agent decides whether to perform one umit of work or not Agents
are divided nto a fraction 1 — 3 of cooperative and a fraction 3 of free-riding agents
Cooperative agents always perform one umt of work, while free-riders only perform
work 1n every other round Furthermore, we also model strategic free-riding agents
who seek to manipulate the accounting mechanism We let v < 3 denote the total
fraction of all agents that are strategic free-riders

In each round that agent 1 performs work, 1t gets a random choice set of 5 agents
With probability 0 1, ¢ performs 1 umt of work for a random agent in the choice
set and with probability 0 9 1t uses the accounting mechanism and allocation rule to
determine who receives work This aspect of the simulation 1s motivated by similar
allocation rules used in P2P file sharing (e g , optimistic unchoking 1n BitTorrent)
For the decentralized information exchange protocol, every agent contacts one other
agent at random 1n each round, to exchange messages about direct experiences in
the network Agents exchange reports about the last 5 agents they have interacted
with and the 5 agents that have uploaded the most to them For the centralized
version, we assume the existence of a center, collecting reports (which may still be
untruthful) and making them immediately available For BAsIC and BARTERCAST-
BAsIc, the strategic agents perform the optimal misreport manipulation, 1 e, always
reporting they have consumed 0 units of work and contributed co unmits of work

Unless otherwise noted, we run each simulation for 100 time steps and record the
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work contributions and consumptions (averaged over 10 trials)
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Figure 5 10 The ratio of the DROP-EDGE scores and the BASIC scores depending on
network size As the number of agents in the network grows relative to the choice set
size, the approximation ratio approaches 1 and the information loss of DROP-EDGE
vanishes

5.5.2 Information Loss of Drop-Edge

We first venfy our theoretical results on information loss, in particular, that the
information loss of DROP-EDGE vanishes as the number of agents in the network gets
large relative to the size of the choice sets To 1solate the effect of information loss
due to dropped edges, we simulate a network without strategic agents, and compare
the scores obtained by the centralized DROP-EDGE mechanism with those obtained

by the centralized BASIC mechamsm (that does not drop edges) Fixing a choice set




Chapter 5 Work Accounting Mechanisms 232

size of m = 5 and free-rider agent fraction 8 = 05, we simulate networks of size
n = 10,20, 200 After 100 time steps, for every agent we randomly choose a choice
set and measure for every agent i the choice set the ratio of the DROP-EDGE score
and the score under the BASIC mechanism Averaging over all agents and choice sets,
we find that our empirical results closely match the theoretical results (Corollary 4)
In Figure 5 10 we plot the ratios of the DROP-EDGE scores and the BASIC scores (or
the “true” scores) for different network sizes We see that the approximation ratio
approaches 1 as the number of agents in the network grows relative to the choice set

s1ze

5.5.3 Efficiency Results

We now consider direct measures of performance First, we measure the mech-
amsms’ performance without strategic agents, to 1solate their effectiveness as algo-
rithms in aggregating information and promoting good decisions Consider the graphs
n Figure 5 11 (a) with zero strategic agents, 1e where v = 0 We expect DROP-
EDGE to be shghtly less efficient because we are dropping information that BASIC 1s
using, and no strategic agents are present that could harm the BASIC mechamsm We
see that the efficiency 1s indeed higher under both versions of the BASIC mechanism,
but only mimmmally so (less than 5% difference)

The more interesting analysis concerns the overall efficiency with strategic agents
present The efficiency of a particular agent type 1s defined to be the average amount
of work received by that type of agent per time step It s our goal to maximize

the efficiency of the cooperative agents and to minimaze the efficiency for free-riding
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agents, and for strategic free-riders in particular Ultimately, the goal 1s to cause
agents to change from free-riding to cooperating

We compare Figures 5 11 (a),(b) and (c), to analyze the relative efficiency of all
agent types under the two mechanmisms Note that the total efficiency 1s the same for
both mechanisms because the amount of work performed by individual agent types
1s fixed In Figure 5 11(b), we clearly see that strategic agents are able to sharply
mcrease their performance compared to the other agents (see Figures 5 11(a) and
(c)) by misreporting under the BASIC mechamism This effect 1s particularly high
when only a few strategic agents are in the system With 10% strategic agents, the
performance of a strategic agent 1s 3 times as high as that of the other agents under
the decentrahzed BARTERCAST-BASIC mechanism, and more than 5 times as high
under the centralized BASIC mechamism With the BASIC mechanism, agents have
a very large incentive to act strategically The DROP-EDGE mechanism in contrast
leads to the same constant efficiency for each individual agent type (because there 1s
no mcentive to manipulate), and m particular the efficiency of cooperative agents 1s
almost twice as high as that of free-rniding agents

In practice, strategic misreports may also occur under DROP-EDGE even though
such behavior 1s not useful for an agent We have tested DROP-EDGE 1n settings with
strategic agents (not plotted) and although the efficiency of the cooperative agents
decreases slightly as the proportion of strategic agents increases, DROP-EDGE con-
tinues to clearly outperform the BASIC mechanism We also ran a longer experiment
with 5 =05,v = 02 for 500 time steps, measuring how efficiency changes over time

In Figure 5 12 (a), we see that the benefit that strategic agents gain from misreport-
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ing 1n the BASIC mechanmism gets even larger over time Compare this against Figure
512 (b), which presents results for DROP-EDGE Strategic agents cannot manipulate
their scores, and recerve decreasing amounts of work as the simulation proceeds At
the end of the run, cooperative agents indeed receive twice as much work per round
as the other agents, which 1s the ultimate goal, because they also perform exactly
twice as much work

To summarize, 1n this section we have shown that the good approximation of the
scores In DROP-EDGE also translates into good system efficiency When strategic
agents are present, the Drop-Edge mechamsm clearly outperforms the BASIC mech-
amsm cooperative agents have higher efficiency, while free-niding agents have lower
efficiency We have shown that the magmtude of this effect even grows over time
Thus, we believe that using DROP-EDGE over BASIC 1n a real system has signmificant

advantages for system efficiency
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5.6 Experimental Analysis: A BitTorrent Overlay

Protocol

5.6.1 The BitTorrent Protocol

In this section, we discuss an application of our mechanisms to BitTorrent In Bit-
Torrent, the distributed work system is compromised of a collection of peers called
a swarm A swarm begins when a seeder, an altruistic peer that has a complete file,
sets up a server and allows other peers to download the file The file 1s partitioned
into distinct pieces, and a unit of work in this system consists of the transmission
of one piece from one peer to another The peers in a swarm download pieces from
the original seeder and share pieces with each other A BitTorrent client maintains
a hmited number of simultaneous upload slots (usually 4-7 depending on the imple-
mentation) Peers that do not yet have the complete file (leechers), assign their slots
to those peers that provide the highest upload rate in return, determmined periodically,
and the seeders assign their upload slots to those peers that have the highest down-
load rate Peers that get a slot are called unchoked, while the other peers are choked
Furthermore, there 1s one extra slot for optimastic unchoking which 1s assigned via a
30 seconds round-robin shift over all the interested peers regardless of their upload
rate Due to optimistic unchoking, new peers have a chance to obtain therr first pieces
of data and bootstrap the process

Up to a certain himit, the more bandwidth a peer gives, the more 1t gets in return,
which provides downloaders 1n a single swarm with a strong incentive to upload to

others This policy 1s also often called “tit-for-tat” (even though Levin et al [60]
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show that they are not formally equivalent) This mechanism was one of the crucial
design choices of the BitTorrent protocol [18], providing much better incentives to
the peers in the system than previous protocols like Gnutella (2]

However, these incentives are only temporary and local the mcentives only work
mn a bilateral way, and there 1s no ncentive to continue sharing the file after the
download has finished Ironically, 1t 1s even disadvantageous to share upon completing
a file, since the consumed upload bandwidth cannot be used to do tit-for-tat in other
downloads, which makes these downloads slower Using accounting mechanisms on
top of the existing BitTorrent protocol, we want to remove this mcentive problem to

increase the overall efficiency of the system

5.6.2 Accounting Mechanisms for BitTorrent

When an accounting mechanmsm 1s available n a P2P file sharing system such as
BitTorrent, this raises the question as to which allocation policy to use A natural
candidate would be the ranking policy, which always gives preference to agents with
a higher score and successfully separates sharers from free-riders in the round-based
simulations However, the situation 1s more complicated when we are targeting a
system like BitTorrent that 1s already deployed n practice First of all, a new Bit-
Torrent clhient should be backwards-compatible with old chients that are not using
the accounting mechamsm Secondly, a user who nstalls a new client should have
performance at least as good as with the old BitTorrent chent

This puts some restrictions on what kind of allocation policies we can usefully

employ Imagine agent 2 using an accounting-based client, 1n a network with primanly
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“standard BitTorrent chents”, 1 e, those that do not use the accounting mechamsm
A standard BitTorrent chient allocates the optimistic unchoking slot to a random
agent Thus, 1if agent 2 uses the ranking policy to decide which agent to unchoke
optimustically, this does not affect 1ts performance However, the remaming upload
slots are normally allocated to those agents providing the highest download speed 1n
return Myopically, this optimizes the download performance for the uploading agent
Now, 1if agent 1 would allocate all upload slots based on the accounting mechamsm,
agent 2’s performance could degrade, because possibly the agents with the highest
scores have uploaded a lot 1n the past, but they do not have any pieces to reciprocate in
the current swarm Thus, agent 2 could be significantly worse off using an accounting-
based chent Consequentially, the ranking policy that we employ 1n our experiments
with BitTorrent only uses the accounting mechamsm to decide to whom to allocate
the optimistic unchoking slot

The second allocation policy we employ 1s the banning pohicy, which we update
there to the BitTorrent domain in the following way First, an agent never uploads
to another agent with a score below a certain threshold But aside from this banning
operation, the policy uses the standard BitTorrent policy the optimistic unchoking
slot 1s assigned randomly to one of the peers that are not banned and the remaining
slots are allocated to non-banned peers who provide the highest upload rate in return
The 1dea here 1s that the threshold 1s set in such a way that free-nders are banned,
but cooperative agents will never reach a score lower than this threshold Note that,
similar to using the ranking pohicy for the allocation of all upload slots, 1t may also

be sub-optimal for an agent to follow the banning policy This 1s because an agent
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with a score below the threshold may reciprocate with the highest upload rate in
the current swarm However, there 1s an important difference between the ranking
policy and the banming policy As the size of a swarm grows, and thus the number of
cooperative peers with high upload rates grows as well, the disadvantage to a chent
using the banning polhicy diminishes Imagine there are 1,000 peers in the swarm, and
the agent currently bans 10% of those, 1 e, 100 Ths still leaves 900 peers from whom
the agent will now select those who reciprocate with the most bandwidth This 1s
in contrast to employing the ranking policy for all slots, where swarm size does not
matter The ranking policy will always select the agents with the highest scores, even
if they currently reciprocate with the lowest speed in the whole swarm

Note that if a sigmificant number of agents 1n the swarm use the accounting mech-
amism, then there 1s also an upside for an agent to upload to an agent who also uses
an accounting mechanism-based clhent, because the agent can expect to be rewarded
(dwrectly or indirectly) for this cooperative behavior in the future Thus, whether
and how much an agent would be worse off by employing the bannming pohicy, would
depend on the swarm size, the distribution of agent types in the swarm, and the par-
ticular banning threshold In practice, a small disadvantage may be tolerable (most
BitTorrent users do not use BitThief or Bit Tyrant even though they can be faster than
standard BitTorrent chients), but a large disadvantage must be avoided To guarantee
that the disadvantage remains minimal, the particular banning threshold could be set
dynamically by the client software, dependent on relative upload rates obtained from
the different agents in the swarm However, we do not address this particular aspect

further in this work Going forward, we focus on comparing the ranking and the
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banning policy Note that both policies are easy to implement on top of any P2P file

sharing protocol and backwards-compatible with existing mechanisms

¢ Ranking policy Peers assign the optimistic unchoking slot to the interested
peers 1n order of their scores, the remaining slots are allocated to those peers

who provide the highest upload rate in return

e Banning policy Peers do not assign any upload slots to peers that have a
score which 1s below a certain threshold § The optimistic unchoking slot 1s
assigned randomly to one of the peers that are not banned, the remaining slots

are allocated to non-banned peers who provide the highest upload rate in return

For some of our experiments, we consider an Ommiscient (Centralized Maz-flow)
mechanism To use this mechanism as a baseline, and to remove any misreport
considerations, this mechamism stores the true up- and download statistics of peers
i a central database, instead of in local databases The scores are computed using
the BASIC mechanmism, based on the information stored in the central database

In the following experiments, we want to identify which effects are due to cen-
tralized or decentralized information exchange, and which are due to misreport-
proofness To this end, we study the ranking and banning policies in combination with

BARTERCAST-BASIC, BARTERCAST-DROP-EDGE, and the Ommiscient mechanism

5.6.3 Simulation Set-up

We have built a ssmulator which incorporates all relevant aspects of BarterCast
and BitTorrent We simulate an epidemic Peer Sampling Service using the decen-

tralized BuddyCast protocol that 1s already implemented and released as part of the
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Trbler file sharing client [77] Our simulator follows the BitTorrent protocol at the
piece-level, including unchoking, optimistic unchoking, and rarest-first piece picking
We have combined all processes mn a simulation environment that can generate work-
loads based on either probabilistic request arrivals or traces of data

In our experiments we simulate 100 peers active in 10 swarms (1 e , correspond-
g to 10 dufferent files) during a simulated time of one week Note that a peer can
be active 1n multiple swarms simultaneously A peer can be either a cooperative, a
free-mding, or strategic Free-riders immediately leave the swarm after fimshing a
download, while cooperative peers share every completed file for 10 hours Strategic
peers behave as free-riders, and in addition spread forged BarterCast messages 1n
which they report a maximum upload to others and zero download The strategic
peers also make misreports when DROP-EDGE 1s being used, which doesn’t benefit
them, but which introduces additional noise into the system All peers in our sumu-
lations have a 3 MBps downlink and a 512 KBps uplink, corresponding to common
ADSL users As these users have very hmited uploading capacity, they are likely to
economize on sharmmg, and are therefore the most important target of sharing-ratio
enforcement 1n current file sharing systems Finally, in the BarterCast messages, the
agents report their information about the 10 agents they have seen most recently, and

the 10 agents with the highest upload to them

5.6.4 Poisson-based Simulations

We generate a Poisson arrival process for file requests for each peer with an average

of one request per day per peer Requests are homogeneously distributed over the
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Figure 5 13 Evolution of the average scores over time for the three different agent
types, using (a) BARTERCAST-BASIC and (b) BARTERCAST-DROP-EDGE

10 files Unless otherwise noted, all of the following results are based on simulations
with 50% cooperative agents, 40% free-riders, and 10% strategic agents (different
distributions of agents lead to qualtatively similar results) In our experiments, we
assess the evolution of the average scores of each group of agents, and compare the
download performance for different policies Furthermore, we evaluate the mfluence

of the banning threshold, and evaluate a simple model for behavioral change

Evolution of Agents’ Scores

As a first step, we study how the scores of the different agents evolve over time,
1 e , whether the accounting mechamsm can successfully track agents’ net contribution
to the system Because each agent computes a different score for each other agent in
the network, we compute the average score SM of agent + using mechanism M as the
average of the scores that each of the other N — 1 agents assign to ¢

1
S\ = N__TZS%(GJ’CJ) (521)
I#e

In Figure 5 13 the evolution of the average scores over time are plotted for the
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the three different agent types for the two decentralized versions of the mechanisms
Figure 5 13 (a) shows the results for BARTERCAST-BAsIC The scores of the free-
riders clearly decrease over time, while the scores of the cooperative peers increase
shightly However, the strategic peers benefit a lot from mampulating the accounting
mechamsm, their scores are significantly higher than the scores of the other peers
This effect vanishes completely when BARTERCAST-DROP-EDGE 1s used, which 1s
displayed 1n Figure 5 13 (b) Here, the strategic agents have the same average scores
as the free-riders Obviously, BARTERCAST-DROP-EDGE 1s very successful in com-

puting scores that separate cooperative agents from free-riders and strategic agents

The Ranking Policy

In this section, we study study the effect of the ranking policy on the average
download performance of the agents All download speed results are normalized with
respect to the results of simulations using the standard BitTorrent protocol with-
out an accounting mechanism We consider the centralized version of the BASIC
mechanism, as well as the two decentralized mechanisms BARTERCAST-BASIC and
BARTERCAST-DROP-EDGE In Figure 5 14, the normahized download speeds are
plotted for cooperative, free-riding, and strategic agents, for the three different mech-
anisms under consideration We see immediately that using any of the mechanmsms,
the ranking policy has no significant effect, 1 e , the performance 1s virtually the same
for all agent types

An closer investigation of this effect shows that this 1s caused by the size of the

swarms As we simulate relatively small swarms, peers do not always have enough
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Figure 5 14 Comparison of the average download performance of cooperative agents,
free-riders, and strategic peers for the ranking policy with different accounting mecha-
nisms The download speeds are normalized relative to the original BitTorrent mech-
amsm (without accounting)

requests from other peers to fill all of their upload slots Hence, free-riders and
strategic agents can often find enough free slots to still have a normal performance
This suggests that the ranking policy can only be effective if swarms are relatively
large and peers know a significant fraction of the other peers in the network We
argue that for the policy to be effective, 1t 1s necessary that a peer gets strictly more
requests than he has upload slots, and that he has sufficient information about those
peers to differentiate between cooperative agents and free-riders

To venfy this hypothesis, we ran additional experiments where we varied the
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swarm sizes between 20 and 180 and where we varied the accuracy of the mmformation
available to the agents In Figure 5 15, we display the results from that experiment
On the x-axis we vary the accounting accuracy, where an accuracy of 0 4 means that
each agent has accurate scores for 40% of the others agents in the network, and no
information for the rest First, 1t 15 easy to see that the performance plateaus at an
accuracy of 20% This 1s a positive result, because 1t 1imphes that even n a large
system where agents will always only have a partial view of the network, the ranking
policy works well as long as each agent has some small amount of information Next,
we consider the effect of varying the swarm sizes 'With a very small swarm size of only
20 agents, the ranking policy 1s not effective in separating cooperative agents from
free-riders However, as we increase the swarm size from 20 to 60 agents, this changes,
as now the sharers have an average performance of 500Kbps and the free-riders have
an average performance of 400Kbps Thus, this venfies our previous hypothesis that
the ranking policy 1s only effective for swarms of some mimimal size

We also found that increasing the swarm size further from 60 to 180 caused no
additional effect on the performance difference between cooperative agents and free-
riders It turns out that this effect occurs because when using the ranking policy, we
only use the accounting mechanism to allocated the optimistic unchoking slot Each
agent has 5 upload slots, out of which 4 are allocated based on best response rates
This explains why the performance of the cooperative agents compared to the free-
riders 1s exactly 5 to 4 (1 e, 500Kbps to 400Kbps), the same ratio as the upload slots
that are allocated to them on average This reveals an inherent imitation of using the

ranking policy in BitTorrent Because we want to maintain backwards compatibility,
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Figure 5 15 Performance of the Ranking Policy with different swarm sizes

and make sure that users of our client are at least as well of as users of the standard
BitTorrent chents, the maximal effect that employing the ranking pohcy can have 1s
limited we can at most reduce the performance of the free-riders by 20% compared to
the cooperative agents This may not be enough to incentivize free-riders to change
their behavior and become cooperative Thus, for the remainder of this section, we

focus on the banning policy

The Banning Policy

As 1n the previous section, all the performance results presented mn this section
are normalized with respect to the results of simulations that do not implement any
policy at all To study the banning policy in more detail, in particular to find good

banning thresholds, we use the following monotonic function to transform the original
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Figure 5 16 Comparison of the average download performance of cooperative agents,
free-riders, and strategic peers for the banning policy with different accounting
mechanisms

scores (which can be between —oo and +00) such that they are all between —1 and

+1

Defimtion 31 (Normalized Scores) Giwen subjective work graph G, and choice
set C,, let GB and GP denote 1’s subjective work graphs after applying the BASIC and
the DROP-EDGE mechanisms respectwvely The normalized scores for an agent 7 are

arctan(M Fix (7,0) — MFgx (2, 7))
/2

Sz);(Gza Cz) = (5 22)
where X € {B, D}

For the remainder of this section, we will always use the normalized scores 1n our
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experiment Note that an agent about whom no information 1s available will have a
score of 0, and an agent who contributes as much work as he consumes will also have
a score of 0, at least on average Thus, for the banning policy to have an effect, the
banning threshold must be set to a value between —1 and 0 For the first analysis
we fix the banning threshold at § = —0 5, later we study the effect of varying the
banning threshold between -1 and 0

The results for using the banning policy i combination with the three different
accounting mechanisms are shown in Figure 5 16 We see that the performance of both
free-riders and strategic agents 1s almost the same 1n the omniscient (centrahzed max-
flow) mechamsm The small difference 1s due to randomization m the simulation But
more 1mportantly, we see that the free-riders and strategic agents achieve roughly half
the performance of the cooperative agents This parallels the results from the discrete,
round-based simulations presented in Section 5 5 3, where we showed i Figure 5 12
that after a sufficient number of time steps, the efficiency of the cooperative agents
was approaching twice the efficiency of the free-riders and strategic agents

Next, we consider the two decentralized mechanisms For BARTERCAST-BASIC,
the performance loss of the free-riders compared to the cooperative agents 1s again
roughly 50% However, now the strategic peers achieve a performance about twice as
high as before, even higher than the cooperative peers Of course, this 1s due to the
misreport vulnerability of the BASIC mechamism which the strategic peers exploit
Note that the cooperative agents’ performance 1s a httle bit lower than before, which
can be explained by the fact that more of the bandwidth now goes to the strategic

peers
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Finally, consider the BARTERCAST-DROP-EDGE mechanismm Here, we see that
the performance of the free-riders and the strategic peers 1s roughly the same again
(the differences can only be attributed to random effects in the simulation), due to
DRrOP-EDGE bemng misreport-proof Now the cooperative agents achieve the highest
performance, about 30%-40% higher than the free-riders and strategic agents Note
that the performance of the cooperative agents under DROP-EDGE 1s somewhat lower
than under CENTRALIZED MAX-FLOW This 1s due to the strategic agents, who
spread false information even though they cannot benefit from 1t This increases
the overall noise 1n the system which leads to somewhat lower effectiveness of the
accounting mechanism Qverall, we can conclude that using the banning policy with
BARTERCAST-DROP-EDGE 1s indeed effective in separating cooperative agents from
free-niders and strategic peers It achieves a larger performance difference than with
the ranking policy However, a performance difference of 30%-40% mght still be too
small to incentivize free-riders to become cooperative agents Therefore, we study
the effect of varying the banning threshold

In Figure 5 17, the normalized download performance for cooperative, free-riding,
and strategic agents 1s plotted for various thresholds using the banning policy with
the BARTERCAST-DROP-EDGE mechanism As before, strategic agents have no ben-
efit when the DROP-EDGE mechamsm 1s used, leading to performance comparable
to that of the free-riders The figure shows that the more strict the threshold (1 e,
closer to 0), the larger the relative penalty for the free-riders and strategic agents
compared to the cooperative agents We see that we can easily achieve performance

differences larger than 30%-40% At 6 = —0 1, the relative performance difference
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Figure 5 17 The normalized download performance of cooperative agents, free-riders,
and strategic agents, using the banning policy for various thresholds é§ under the
BARTERCAST-DROP-EDGE mechanism

1s largest, with cooperative agents achieving roughly 2 5 times the performance of
the free-riders However, the absolute performance of the cooperative agents 1s also
smallest at § = —0 1, which 1s clearly detrimental to our design goal The lower
performance of the cooperative agents 1s due to two effects First, at such a high
banmng threshold, agents will sometimes also ban cooperative agents because of the
imperfect information due to the decentralized information exchange protocol Sec-
ond, while free-riders and strategic agents try to exploit the system, they nevertheless
do provide some bandwidth while they are still downloading files If a large majonty
of the free-riders and strategic peers 1s banned, then their bandwidth 1s also lost from
the cooperative agents’ perspective

This view, however, neglects the fact that in practice, we would expect a certain
percentage of the free-riders and strategic agents to change thewr behavior, and become
cooperative, if the banning pohcy with a high enough banmng threshold were used

Thus, to find the optimal banning threshold, we must consider a behavior model
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Figure 5 18 The performance of cooperative agents, free-riders, and strategic agents,
assuming a behavioral model where more free-riders and strategic agents become
cooperative as we increase the banning threshold for the BARTERCAST-DROP-EDGE
accounfing mechamism The bottom graph displays the distribution of the agent types
corresponding to the different banning thresholds

Banning Policy with a Behavioral Change Model

As a systemn designer, setting the optimal banning threshold requires some assump-
tions regarding how free-riders and strategic agents will change their behavior when
facing clients with that employ a banning policy Assuming that many free-riders will
become cooperative when they experience a severe penalty, a strict threshold 1s best,
since 11 the end the overall system performance will improve for all peers because of
the added resources of the former free-riders However, 1f free-rider conversion 1s slow,
the prolonged loss of performance of the cooperative agents might be unacceptable,

and a milder threshold should be considered To better understand this trade-off,
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we performed simulations assuming an 1llustrative relationship between the banmng

threshold ¢ and the percentage of free-riders and strategic agents in the system f

f6)=08 ()™ (523)

With the above relationship, a system with no banning (1e, § = —1) has 80%
free-riders, while a system with very strict banning (1e, § = 0) has only 5% free-
riders We assume that 25% of the free-riders are strategic In Figure 5 18, we display
the download speed for cooperative, free-riding, and strategic agents in a system with
the above relationship We observe that when the banning threshold 1s very low, all
peers have a relatively low performance This 1s mtuitive, because there 1s hardly
any penalty for free-riders, and thus many peers will freer-rnide, which leads to httle
supply of resources As we 1ncrease the banning threshold, the performance of all peers
mcreases, as more and more of the free-riders and strategic peers become cooperative
At some pomt (6 > —0 8), there are enough cooperative agents i the system for the
banming of free-riders to become effective Around 6 = —0 4, the download speed
of the cooperative agents peaks, while the penalty for free-riding 1s very strong As
we mncrease the banning threshold further towards 0, the disadvantages from banmng
more free-riders, and sometimes banning even cooperative agents due to imncomplete
information, starts having a negative effect on the performance of the cooperative
agents Thus, the trade-off between sufficient banming of free-riders versus reducing
unnecessary loss of performance for cooperative agents 1s clearly visible In practice,
depending on the actual relationship f, 1t 1s up to community managers and system

designers to devise policies that successfully balance this trade-oft
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The Effect of Accounting Accuracy and Noise

While the network size in our sumulation 1s relatively small (100 agents), real
BitTorrent networks are much larger, on the order of milhons of agents However,
we cannot simulate significantly larger BitTorrent networks with such detail on the
protocol level because we need to compute each agent’s score from each other agent’s
perspective, and this simply takes too long once we go beyond a certain network
size While the basic principle does not change when the network size increases from
100 to thousands or millions of agents, there are two aspects that do change First,
m very large networks, 1t 1s more likely that two agents that meet have httle or no
information about each other (1 e, are disconnected in the work graph) Second, the
information that s available to the agents may be very noisy because the decentralized
mformation exchange protocol needs a long time to spread information through a large
network, and using the max-flow algorithm further distorts the scores We seek to
better understand these two challenges

In contrast to all experiments we have presented so far, in the experiment we
discuss here, the agents do not compute the scores of the other agents themselves
Instead, we 1nject the scores, giving us the abihity to control precisely how much
and which information each agent has avallable when making a decision For the
experiments, we let the accounting accuracy denote the average percentage of agents
that an agent has any information about For example, an accuracy of 0 8 imples
that on average, an agent 1s connected to 80% of the agents via paths of length 3 or
less Another effect of using max-flow 1s that the scores computed by max-flow are

only approximations for the net work performed by an agent In our experiments, we
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model this noise as the variance of the distribution from which we draw an agent’s
view of another agent’s score

In Figure 5 19 we show the results from these experiments On the x-axis of all
graphs, we vary the accounting accuracy between 0 (no information about any agent)
to 1 (perfect mmformation) We draw the agents’ scores from a gaussian distribution
with mean equal to the true scores, and with a standard deviation equal to 00 (no
noise, 1 e , perfect mformation), 0 2, 0 4 and 0 8, which corresponds to the four graphs
(a)-(d) We also experimented with shifting the mean up or down (1 e, mtroducing
systematic biases), but this did not lead to qualitatively different results

The results for the ranking policy are very straightforward Once the accuracy
reaches the level of 0 2, the mechanmsm successfully separates cooperative agents from
free-niders, giving them a performance ratio of 5 to 4, and this stays the same even
as we Increase the accuracy to 1 0 We have already explained i Section 5 6 4 what
the onigin of this effect 1s By comparing graphs (a) through (d) we also see that
introducing noise mto the system has no effect on the performance of the ranking
policy, even up to a noise level of 0 8 (Figure 5 19 (c)) The explanation 1s simple
the ranking policy picks the agent with highest scores, and of course the average scores
of the cooperative agents are much higher than the average scores of the free-riders
Thus, with some noise 1n the system, some highest-ranked cooperative agents might
change their relative rank, but 1t 1s still very likely that the highest ranked agent (out
of all agents) 1 any given choice set will be a cooperative agent and not a free-rider
Only when we ncrease the noise even further does the result change a little bit, 1e,

the performance for cooperative agents decreases shightly and the performance of the
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Figure 519 Analyzing the effect of accounting accuracy and noise on the banning
policy (with threshold 6 = —0 5) and the ranking policy Here, no accounting mecha-
nmism 1s used The agents make allocation decisions using scores that are drawn from
a gaussian distribution, with mean equal to the true scores, and standard deviation

equal to the noise value
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free-riders 1ncreases shghtly However, such high values of noise are not realistic in
practice

Now we turn our attention to the banning policy, where we used a banning thresh-
old of 6 = —05 As we see 1n Figure 5 19, the effects of accounting accuracy and
noise are much more pronounced In particular, the performance difference between
cooperative agents and free-riders keeps increasing as we increase the accounting ac-
curacy from 0 to 1 This 1s expected because every agent that another agent has no
information about has a score of 0, and thus will not be banned Finally, we consider
the effect of adding noise when using the banming policy Here we see the biggest
effects even going from no noise to a noise level of 0 2, the performance difference
between cooperative agents and free-riders decreases significantly For example, with
accuracy 0 8 and noise level 0, cooperative agents achieve 600KBps and free-riders
achieve 300KBps 1© For an accuracy of 0 8 and noise level of 02, the cooperative
agents’ performance drops to 550KBps, and the free-riders’ performance increases
to 350KBps For a noise level of 0 8, the performance difference achieved via the
banning policy 1s smaller than with the ranking policy, except for very hgh accuracy
values, where the two policies perform essentially equally well This decrease in the
effectiveness of the accounting mechanism with banning 1s expected Remember that
the banning threshold 1s set 1n such a way that free-riders are banned and cooperative
agents are not, and fine-tuning the threshold will always involved a trade-off between

banning too many cooperative agents and too few free-riders Now, by adding noise

10The performance drop of the cooperative agents for noise level 0 and accuracy 1 0 occurs because
with perfect mmformation, all free-riders are banned from the system, which are then also no longer
available to do tit-for-tat with the cooperative agents This 1s the same trade-off we discussed
Section 5 6 4
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to the system, two kinds of mistakes start to happen not only are some of the free-
riders not banned that should be banned, but also some of the cooperative agents
are now banned that should not be banned This 1s 1n contrast to the ranking pol-
icy, where adding noise at first only affects which of the cooperative agents gets the
highest score, but 1t takes a lot more noise, until a free-rider makes 1t to the top
Furthermore, the frequency of mistakes 1s also higher for the banning policy than
for the ranking policy, because the banming policy can potentially affect every agent
that 1s considered for any upload slot, not just the agents being considered for the
optimistic unchoking slot

To conclude this analysis, we can make some assumptions regarding what accu-
racy and noise levels to expect in real BitTorrent systems Piatek et al [75] have
shown empirically that 99% of BitTorrent peers are connected via paths of length 2
Thus, even using a max-flow algorithm restricted to 1 or 2 hops, we can expect an
accounting accuracy of 0 99 in real BitTorrent networks It 1s a hittle more difficult
to estimate the nowse level of the accounting scores In our own experiments us-
ing the round-based simulations as well as the BitTorrent simulations, we found that
even though a decentralized information exchange protocol 1s used and with max-flow
further distorting the accounting scores, the BARTERCAST-DROP-EDGE mechanism
can differentiate between cooperative agents and free-riders, even after just a few
tume steps and when only a few BarterCast messages have been exchanged (compare
Figure 5 12(b) and Figure 5 13(b)) This suggests that even n larger networks we
can expect a reasonably low level of noise Based on these assumptions, considering

Figure 5 19(b), we would expect the banning pohicy to cause a significant performance
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difference between cooperative agents and free-rider, even m large networks How-
ever, evaluating our mechanisms and allocation policies on a larger scale, 1deally with

real users, remains a forrmdable research challenge

5.7 Summary

In this chapter, we have studied distributed work systems, where agents perform
small units of work for each other, without the abihity for a third party to momtor
those bilateral interactions The overall goal 1s to incentivize agents to be cooperative,
1e, to perform as much work as they consume, and to prevent free-riding We
have shown that previous approaches to solve this problem wvia trust or reputation
mechanisms are not suitable, and propose to treat the problem as an accounting
task instead The DROP-EDGE mechanism removes any mcentive for the agents to
misreport, by selectively dropping some of the information available to the agents
when considering for whom to perform work In our theoretical analysis, we have
proved that the information loss of DROP-EDGE 1s small and vanishes i the limit
as the number of agents 1n the network grows The second class of manipulations we
have considered are sybil attacks We have shown that under reasonable assumptions,
no accounting mechanmism can be sybil-proof However, we have also shown that a
weaker robustness property, K-sybil-proofness, can be achieved for a himited class of
sybil attacks

In the second part of the chapter, we have coupled DROP-EDGE with BARTER-
CAST, a decentralized information exchange protocol, to study how accounting mech-

anisms can be used to improve the efficiency in distributed work system  First,
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we have performed discrete, round-based simulations Whereas mampulations are
very useful without DROP-EDGE, the DROP-EDGE mechanism removes this problem
and provides cooperative agents with higher efficiency, while free-riding and strate-
gic agents have lower efficiency In a second set of experiments, we have tested the
effectiveness of accounting mechanmsms as an overlay protocol for BitTorrent Using
TRIBLER, a real P2P file sharing client that 1s already deployed and being used in
practice, we were able to run simulations at the BitTorrent protocol level We have
analyzed two different allocation policies, to decide how to allocate work based on the
scores computed by the accounting mechanism the ranking policy and the banning
policy The effectiveness of the ranking policy 1s himited in BitTorrent because we
can only use 1t to allocate the optimistic unchoking slot However, using the ban-
ning policy with a finely-tuned banning threshold we can separate cooperative agents
from free-riders, such that the performance of the cooperative agents 1s more than
twice as high as that of free-riders Under such conditions, 1t 1s realistic to assume
that a significant fraction of free-riders would change their behavior and become co-
operative Assuming such a behavioral change, we have demonstrated significantly
nproved system efficiency We have also provided a detailed analysis of the effects
of accounting accuracy and noise on the accounting mechamsms It 1s necessary that
the accounting accuracy 1s relatively high and noise levels are relatively low for the
banning policy to separate the performance of cooperative agents and free-riders to
a large enough degree Based on previous results and our own experiments, we ex-
pect that in large, real-world P2P file sharing networks, accounting accuracy would

be relatively high noise levels would be relatively low, such that accounting mecha-
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nisms would be expected to be successful, even 1n very large networks with milhons of
agents However, studying the effectiveness of accounting mechanisms in real-world

systems, and 1n large networks, remains an exciting research challenge



Chapter 6

Conclusion

In this thesis, 1 have described electronic market designs for non-traditional do-
mains, where the market participants may be non-experts, may have high cogmtive
costs, may have other-regarding preferences, or where typical market istitutions are
not available We have seen that these domains require a departure from the standard
agent model based on perfect rationality and self-interest, to enable novel market de-
signs most suitable for the domains at hand The four main contributions of this

thesis are

1 Hidden Markets A new design paradigm, hiding or simplifying a market’s
complexities, via a combination of an economic market design and a matching

user interface A detailed case study of a hidden P2P backup market

2 Market User Interface Design An experimental study of the effects of
various market Ul design levers on users’ decision performance and the market’s

efficiency, highhghting the importance of behavioral factors in decision making

261
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3 Selfishness vs Altruism mn P2P File Sharing Networks A field exper-
mment on the file sharing pubhc goods game, 1dentifying the most predictive

factors for whether users behave selfishly or altruistically

4 Work Accounting Mechanisms A formal and experimental study of ac-
counting mechamsms that rely on voluntary reports, enabling more efficient

distributed work systems in domains without money, contracts, or monitoring

A detailed summary of each contribution was included at the end of each thes:s
chapter In the next section, I provide a brief review and then take a retrospective
view on the most important market design learnmings Three directions for future

research are discussed i Section 6 2

6.1 Review & Retrospection

6.1.1 Design and Analysis of a Hidden P2P Backup Market

In Chapter 2, I imntroduced the “hidden market design” paradigm and presented a
detailed case study on a hidden P2P backup market The main contributions include
the design of the market underlying the system as well as 1ts user interface, a detailed
theoretical analysis, and a formative usability study Our design hides or sumplifies
the combinatorial aspects of the market, prices, account balances, and payments
A notable result from the theoretical analysis was that the more freedom we give
users 1n choosing their supply ratios, the less robust 1s the system against irrational
user behavior From a market design pomt of view, this finding was particularly

nice, because 1t enables the market operator/designer to fine-tune the market for a
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particular user population The results from the usability study were encouraging for
the hidden markets paradigm 1n general, and the P2P backup system in particular
We have shown that real users are able to successfully interact with the P2P backup
market, without even knowing that they were interacting with a market in the first
place

In retrospect, one of the most important learmings from this project 1s that de-
signing the economics of a market and 1ts user interface in concert, can lead to novel
market designs that may be simpler to use but perform better than traditional de-
signs It 1s noteworthy, however, that many iterations were necessary until the final
design was found At first, 1t was difficult to distance ourselves from traditional
market designs from similar domains (e g , consider markets where users must mon-
itor their budgets, or where payments are explcit) It took some tume until we had
pinpomnted the defining charactenstics of this domain, namely that most users will
be non-experts that do not expect to see a market or monetary transactions in this
domain While the design of hidden markets 1s grounded in economic theory, mecha-
nism design, and traditional market design, 1t 1s currently still more of an art than a
science However, we are confident that over time, as we gather more experience de-
signing hidden markets, generahzable design principles that translate to other market

domains will emerge

6.1.2 Market User Interface Design

In Chapter 3, I introduced our research agenda on “market user interface design ”

The main contribution was an experimental study, determining the effects of different
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market Uls on users’ decision making performance and the market’s efficiency We
have seen that efficiency increases sigmficantly as we increase the number of choices
from 3 to 4 to 5, but then plateaus, with no statistically significant difference between
5 and 6 choices Moreover, we have 1dentified a series of behavioral factors relevant in
users’ decision making processes, mcluding UI complexity (1 e, number of choices),
position effects (1 e, the relative rank of a choice), and loss aversion The strong loss
aversion effect raises concerns about users’ ability to optimally allocate a fixed budget
in other real-world domains as well

The most surprising finding from this study was that the Ul optimization, assum-
ing behavioral play, did not increase efficiency, but rather decreased average efficiency
This suggests that the quantal-response model was not a sufficiently accurate model
of user behavior in this domain A more detailed look revealed that the decrease in
efficiency was primarily due to the “more rational” users who did better using the
UT that was optimized for optimal play, while there was no statistically significant
difference 1n efficiency for the “less rational users ” Thus, for (automated) market Ul
design to become effective, we need more detailed models of user behavior, and we pre-
dict a growing collaboration between computer scientists and behavioral economists

n the future

6.1.3 Selfishness vs. Altruism in P2P File Sharing Networks

In Chapter 4, I described a large-scale field experiment studying the behavior of
P2P file sharing users regarding their propensity to make selfish or altruistic choices

Based on aggregate user behavior, we concluded that about 20% of the users consider
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the trade-off between the personal and societal effects of their actions when making
a decision More specifically, when the speed-up value shown to the user was 10%,
the likelihood of a user choosing the selfish clhient was, on average, 15% points higher
compared to the treatment with no speed-up Other factors that exhibited significant
correlations with users’ behavior include the users’ operating system (Linux users
were the most altruistic), the users’ age (the younger the more selfish), and the users’
country of origin (users from Sweden were the most altruistic)

One of the main contributions was the experiment design, in particular the careful
ehcitation of users’ understanding of the P2P file sharing game, and this also led to the
most mteresting finding We found that only about one third of the users understood
the nature of the public goods game, but that this understanding had a large effect
on users’ behavior The percentage of users who chose the altruistic chient was 16%

points higher for those users who understood the underlying public goods game

6.1.4 Work Accounting Mechanisms

In Chapter 5, I introduced the study of work accounting mechanisms for dis-
tributed work systems where all interactions are bilateral and monitoring 1s not pos-
sible, where no contracts cover the interactions, and where no real or virtual currency
can be used The key contribution consists of the formal analysis of accounting mech-
anism design, complemented by extensive experimental simulations Our goal was to
design a mechamsm that disincentivizes free-riding and 1s robust against misreport
manipulations We have shown that misreport-proofness 1s essential for accounting

mechamisms, because misreport mampulations are simple to perform, and the neg-
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ative effects on efficiency are large Furthermore, we proved that the DROP-EDGE
mechanism removes any incentives to misreport, and achieves this with minimal infor-
mation loss Via simulations, we have shown that by using the DROP-EDGE mecha-
msm, agents can successfully differentiate between free-riding and cooperative agents,
which ultimately increases efficiency

However, 1t 1s noteworthy that 1t was not straightforward to use accounting mech-
amsms as an overlay protocol for BitTorrent, mainly because in that domain, back-
wards compatibility 1s very important We found, somewhat surprisingly, that in the
BitTorrent domain, not only the accounting mechamsm but also the choice of the al-
location policy plays a major role Another unexpected result was that no useful and
sybil-proof accounting mechamsm exists, which illustrates a key difference between

the design of reputation and accounting mechanisms

6.2 Future Work

6.2.1 Hidden Markets for Smart Grids

In Chapter 2, we described an application of the hidden market design idea to the
domain of P2P backup We believe, however, that the general hidden market design
paradigm has applhcability beyond P2P backup systems, and one such example could
be smart grids, 1 e, the next generation of electricity networks The main 1dea of
smart grids 1s to expose the changing market price for electricity to the end users
such that they can decide when to consume more or less electricity Furthermore, a

digital connection between the power stations and users’ homes allows for the remote
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control of consumers’ apphances, which could then be turned off during times of ex-
cess demand The introduction of this market, 1 e, allowing the end-users to react
to electricity prices more directly, suggests that energy would be allocated more effi-
ciently Those users with a low value for energy could turn off their apphances when
prices are high to save money, and those users with a high value for energy could
leave their apphances on Governments and industry labs are currently making large
research and development investments for smart grids [102], but 1t seems that the
user 1nterface aspect of these systems 1s not getting enough attention In fact, to date
1t 1s still unclear how much this technology actually benefits the end-users [50] We
argue that to effectively mvolve the end-consumers of electricity in these new energy
markets, a hidden market Ul will be necessary The market design for this domain
seems particularly challenging For example, how often will the price change? How
do end-users speafy when their appliances can be turned on or off? How much do
end-users get paid for storing energy (e g, n electric vehicles)? Again, the decisions
regarding all of these questions will have large impacts on how consumers behave 1n

this market, and thus may be crucial for i1ts ultimate success

6.2.2 Personalized Market User Interfaces

Based on the data from our study of market user interfaces which we presented
in Chapter 3, we found that the UT optimization using the quantal-response model
was not successful However, more nterestingly, we found a very large, statistically
significant difference between the less rational and the more rational users For the

more rational users, the Ul re-optimization led to a significantly lower efficiency,
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while there was no statistically sigmficant effect on efficiency for the less rational
users This naturally suggests a new research direction on “personalized market user
nterfaces ” In many domains, in particular in the smartphone domain, there 1s a
lot of user-specific, behavioral and non-behavioral data available that carries a lot
of information about the particular user If we can estimate a user’s “degree of
rationality” based on this data, we can provide each user with a market Ul that
1s specifically optimized for that particular (kind of) user Taking this idea a step
further, we can also estimate a user’s value for time and take this into account in the
UI personalization Thus, there are still many opportunities in this space, ranging
from more complete behavioral models to algorithms for learning user preferences and

automated Ul optimization

6.2.3 Social Feedback for Market Participants

In Chapter 4, we presented our study of user behavior in P2P file sharing networks,
and some of our findings suggest new directions for the design of peer production
systems and markets that are situated in social commumties For example, we have
seen that different user groups have different priors regarding their hikelihood of being
altruistic or selfish Thus, 1t 1s concervable that in some domains we can provide each
individual user with specially-taillored incentives, maximizing the probability that
the user will cooperate However, note that this requires a lot of knowledge about
an individual user, and this approach only works in domains where 1t 1s possible that
each user has a different interaction with the system/market

The most interesting direction for future research 1s based on our finding that users
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who understand the free-riding problem, 1 e, the nature of the public goods game,
were significantly more likely to cooperate This can have interesting consequences
for design as well For example, this result suggests that if we could educate the users
of a system about the particular public goods game they are playing, then we might
be able to increase their rate of cooperation How to achieve this in practice, however,
18 still an open question and one could 1magine various ways to do so One way would
be simply to explain to the user the overall game that’s being played and the public
goods dilemma that could arise If direct education 1s not suitable, then social feedback
might be an indirect way to achieve the same effect, making users realize the societal
consequences of their actions on others More specifically, we could provide feedback
to the user about his marginal contribution to the well-being of the commumty If
the user cares about lus own benefit as well as the welfare of the community, such
feedback could induce higher rates of cooperation In peer production environments
that primarily rely on voluntary contributions by their member, the effects of such
feedback could be very large Thus, studying this hypothesis in the lab and in the

field 1s an important direction for future research
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